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INTRODUCTION 

I. INTRODUCTION 

Prior to the 1960's, most of the work on celestial sensing devices involved 

the study and development of star tracking systems using photomultipliers. The 

possibilities of celestial sensing without closed loop tracking were not ex- 

tensively considered. Probably the significant exception to this was the work 

which was done with image tubes in which the gimballed optical system was 

approximately pointed at the target and the final measurement was made by the 

image tube. 

Since image tubes do not provide an accuracy better than about l/1000 of 

the field of view, it was necessary to use fields of view which were not 

greater than 3.6 degrees to achieve an accuracy of ten seconds of arc. It 

was for this reason that crude pointing was necessary even though the final 

determination of star position was made on an open loop basis in which only 

position sensing was required. 

Subsequently, a number of investigators who were interested in the general 

problem of attitude determination in space considered using image tubes with 

wide angle optical systems. With this type of system, a sufficient number of 

bright stars could be detected to achieve automatic pattern recognition for a 

random orientation. A system of this type was suggested by Rosenfeld (1960). 

Employing a field of view of about ten degrees, he achieved an accuracy of a 

few minutes of arc and detected stars down to the sixth magnitude. Another 

system described by Potter (1960) employed a field of view of 30 degrees, 

achieved an accuracy of approximately seven minutes of arc, and detected stars 

down to the third magnitude. Both of these systems had the decided advantage 
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INTRODUCTION 

of requiring no closed loop tracking, but were somewhat lacking in either 

accuracy or in requiring the detection of very faint stars. 

More recently efforts have been made to develop mosaic or grid type 

celestial sensors, which would avoid the need for an image tube, and which 

employ no moving parts. Systems of this type have not provided adequate 

resolution to be competitive with star trackers while providing a sufficiently 

large field of view. An interesting system described by Lally (1961) uses a 

mosaic of solid-state detectors. The accuracy expected from a ten by ten 

detector of this type is seven seconds of arc with a scanning resolution of 

l/50 of each detector and optics providing a one degree field of view. A 

related grid-type system is the electroluminescent panel, Harmon (1962), 

in which a solid-state cross grid of wires produces a light source which is 

projected onto a beam coincidence detector. When the star image and the beam 

from the panel coincide, the conductance of the detector increases sharply. 

Another mosaic-type system has been described by Viglione and Wolf (1962), 

in which 400 photovoltaic cells were considered. With a field of view of 

25 degrees, a limiting magnitude of 4.5, and two sight lines orthogonal to 

one another and to a line to the sun, an accuracy of 0.2 degree was predicted. 

A partial solution to the problem of achieving a high resolution has 

been achieved by a novel device described by Snowman (1962) in which a highly 

accurate attitude measurement (30 arc seconds) was achieved for all three axes 

with a 46 degree field of view. In this case, various reference star fields 

were mechanically fabricated and mounted at the focal plane of the optical 

system. This device requires, however, that it be pointed within ten degrees 
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INTRODUCTION 

of the center of the reference field, and the problem of randomly pointing the 

sensor in any direction relative to the celestial sphere was not solved. 

A study of the various system trade-offs led Lillestrand and Carroll (1961) 

to conclude that wide field of view systems offer considerable promise, if the 

problem of achieving a sufficiently high resolution can be solved. By employing 

a narrow optical slit to scan the star field, the position of the star images 

can be found to an accuracy of at least l/10,000 of the field of view of the 

optical system. This means that optical systems with a 30 degree field of 

view can provide an accuracy of ten seconds of arc, as described by Harrington 

(1963). In the case of spinning spacecraft, systems of this type can be fab- 

ricated with no moving parts, as described by Kenimer and Walsh (1964). In 

the case of inertially stabilized spacecraft, provision must be made for 

rotating the slit. 

The use of a narrow slit mounted at the focal surface permits the accuracy 

of the attitude measurement to approach the optical resolution. Resolutions 

better than one part in lo4 can be achieved, whereas other techniques of atti- 

tude measurement seem to be limited at about one part in 10 3 . Furthermore, 

using the techniques described in Section VI, it is possible to interpolate 

the star image and to determine its position with more accuracy than the 

angular width of the blur circle. 

A recent program at Control Data has involved the fabrication and test of 

a celestial sensing system. The system can be randomly pointed at the sky, 

recognize the pattern of stars, and then solve the three axis attitude deter- 

mination problem. They system is composed of a wide angle celestial reference, 
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INTRODUCTION 

(WACR) and a digital computer. The program was sponsored by Air Force Avionic: 

Laboratory, Wright-Patterson Air Force Base, (Contract No. AF 33(615)-1428). 

One of the sensor design objectives was the measurement of pointing direction 

relative to the celestial sphere to an accuracy of one minute of arc. 

Using an optical system which has a two inch aperture and scan periods 

ranging from roughly 1.0 to 10 seconds, rms pointing errors of less than 30 

seconds of arc were achieved using actual stars. The basis for these tests 

was a comparison of the known location of the observatory and the location 

measurements provided by an accurately leveled sensor, which was pointed 

directly overhead. 

Since atmospheric scintillation degraded the quality of the outdoor 

measurements, a parallel series of tests were made using artificial stars 

with the result that pointing accuracies of the order of ten seconds of arc 

were achieved. When multiple scans were averaged the pointing accuracy 

increased roughly in proportion to the square root of the number of scans. 

Because of extraneous sources of error in the test set-up, this process of 

statistical refinement could not be continued below two seconds of arc. 

In addition to the accuracy objective, a second major program objective 

was that of on-line pattern recognition. The first system design, WACR-I, 

was not able to reliably achieve this objective because of the dependence 

of the pattern recognition process on the measurement of star intensities. 

During this phase of the work, in addition to problems presented by large 

background radiation from city lights, it was found that scintillation caused 

rms intensity variations of twenty to fifty percent from scan to scan. 
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INTRODUCTION 

As a result of these problems an improved pattern recognition technique - 

was then developed and the original sensor design was modified. The modified 

system (WACR-II) did not require the measurement of star intensity, and pattern 

recognition was done on the basis of geometry only. This system was extremely 

successful and it was found that pattern recognition could be unambiguously 

achieved when background radiation from city lights was sufficiently small to 

permit the detection of three or more stars. This technique of pattern recog- 

nition is completely general in that no assumption whatsoever regarding sensor 

orientation need be made. 

To be really useful the pattern recognition process must be capable of 

giving correct three axis attitude determination in the presence of various 

sources of noise --as well as in the presence of nonstellar targets which fall 

within the field of view. This capability exists in the present system. For 

example, pattern recognition has been achieved with nine signal pulses (three 

stars with three pulses per star) and 50 noise pulses. At a later stage of the 

pattern recognition process, angular separation matching permits the system 

to discriminate against nonstellar targets. At various times during the roof- 

top measurement program, airplanes, earth satellites, and planetary targets have 

have been detected and have been separated from the data generated by stellar 

targets. 
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INTRODUCTION 

A. Basic System Parameters 

In developing a three axis attitude sensor, a problem which immediately 

presents itself is the selection of the optimum field of view, which determines 

the magnitude of the dimmest star we must detect. In the following discussion 

we assume the sensor is to have the capability of determining its attitude 

when pointed in a random direction. The factors affecting the selection of 

the field of view are illustrated by Figure 1. For purposes of simplification 

we assume that the stars are uniformly distributed on the celestial sphere 

and that an average of three stars are required within the field of view of 

the optical system. For example, if the optical system has a ten degree field 

of view, one must be able to detect about 1500 stars in order to have an 

average of three stars in the field of view. This means that the system must 

be able to detect stars down to about 5.5 visual magnitude. If, in this 

example, we assume that each axis of the three axis attitude sensor must be 

accurate to ten seconds of arc, then a resolution of one part in 3600 is re- 

quired in the determination of the position of the stars within the field of 

view. If a computer memory is to be used to store star position and bright- 

ness data, allowing 36 bits for position and 6 bits for brightness, then 

63,000 bits of memory are required. Table 1 summarizes the design problems 

resulting from the decision to use either a small, an intermediate, or a large 

field of view optical system. The factors shown on this table lead one to 

conclude that three axis attitude sensors for space navigation and guidance 

should employ fields of view in the range: 40' 5 FOV ( 60'. 

From an operational point of view the design will depend on the dominant 
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TABLE 1 

Field of View Comparison 

Size of FOV 

Small (FOV < 10') 

Disadvantages 

1. Large computer memory is a 
requirement. 

2. Star pattern recognition is 
difficult because of large 
number of stars. 

3. Detection of faint celestial 
targets requires large 
diameter optics. 

4. Only two out of three axes 
are accurately defined. 

Intermediate (30' 2 FOV <_ 60') 1. Detection electronics must 
be capable of measureing 
positions of stars within 
field of view with high 
resolution. 

2. Design of high resolution 
camera requires more complex 
lens train. 

3. Large FOV requires more care- 
fully designed shield to 
minimize detrimental effects 
of sun and nearby planets. 

Large (FOV > 90°) 1. High resolution, small f 
number systems are very 
difficult--if not impossible-- 
to design optically. 

2. With reasonable apertures, 
size of optical elements be- 
comes very large. 

3. Difficult to find pointing 
direction not containing 
bright or extended objects 
such as sun, earth, and moon. 
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INTRODUCTION 

stabilization mode of the spacecraft. Three modes might logically be 

considered: (1) spinning spacecraft, (2) inertially stabilized spacecraft, and 

(3) a spacecraft stabilized relative to local vertical. In Figure 2 these 

various cases are considered. The major differentiating factor concerns the 

scan field itself; two cases are shown --a strip scan and a conical scan. 

Various focal plane slit arrangements have been used and this figure schemati- 

cally shows the projection of these slits outside the three axis attitude 

sensor in the direction of pointing. In some of the cases shown, the motion 

of the spacecraft itself suffices to provide the scan and no moving parts are . 

necessary; in others, a scan must be provided by rotating the slit itself or 

by rotating the entire sensor. 
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INTRODUCTION 

B. Infp-aat-ion~ Limits of Scanning Optical Systems ---- 

In view of the potential usefulness of scanning optical systems for 

celestial attitude determination, a theoretical investigation of the 

information limits of scanning -- optical systems was initiated by NASA Langley 

Research Center at Control Data. This report presents our analysis and results. 

The investigation had two basic objectives, 

(1) to improve the accuracy of current methods of predicting system 
performance, and 

(2) to develop better techniques of signal processing. 

The first objective was met by developing complete models for the radiation, 

optical image, and photodetector. The second objective was met by carefully 

investigating various operating situations and selecting the most "efficient" 

processing technique for each situation. To optimize the sensor design a 

computer program was developed that automates the design. Also 

techniques for multiple observations were investigated. 

In Figure 3, various sections of this report are related to the basic 

elements of the sensor. In Section II we discuss the effect of image shape, 

photoemission statistics, and stellar spectrum on the signal generated by the 

photodetector. Section III contains several statistical models of the back- 

ground radiation which predict the number of weak star detections. The amount 

of information that can be extracted from the two-dimensional photoelectric 

image of a star is limited by the background radiation, optical aberrations, 

quantum efficiency, etc. The intrinsic limitations are developed in 

Section IV. In Section V, the characteristics of various photodetectors are 

discussed in relation to the requirements of scanning optical systems. To 
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efficiently use the detected signal, we must carefully describe the operating 

situation and select the optimum signal processing technique. This approach 

was developed in Section VI. Multiple observation techniques are considered 

in Section VII. 

In designing a scanning optical system we must manipulate several system 

parameters that are interdependent. The system design has been automated with 

a computer program, Section VIII. The program facilitates the design analysis. 

Several alternative designs can be developed in a relatively short time. 

This reportwas prepared so that each section is essentially self-contained. 

An extensive bibliography is included as Section XI. 
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STAR RADIATION 

II. STAR RADIATION 

The design of a scanning optical system depends upon the objects being 

viewed, how the optical system will distort the information being received 

from the objects in the field of view and how the system transforms this 

information into a usable electronic signal. 

Subsection A discusses the effect that image shape has on the output of 

a passing slit. All the results are compared to scanning a two-dimensional 

Gaussian intensity distribution. 

Many types of scanning systems already existing use a moving-spot. For 

example, image orthicons, deflectable photomultipliers and photographic plate 

scanners. Subsection B shows that the results for a moving slit can be a 

applied directly to a moving-spot scanner. 

In Subsection C we discuss the statistical distribution of photon 

arrivals and photoelectric emissions. The emission distribution is Poisson 

for most cases of interest. 

The amount of energy received from a light source and its interaction 

with an electro-optical system is greatly dependent upon the spectral energy 

distribution of the light source and the wavelength dependent response of the 

electro-optical system. Subsection D discusses the interaction between 

specific photoemissive surfaces and starlight. 
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STAR RADIATION 

A. Intensity Distribution Patterns 

Imperfections in the optical system result in a distortion of the star 

image. Common lens aberrations and distortions result in an image which is 

symmetric about a line from the center of the field of view. 

Consider the situation in which a point source image crosses a radial 

slit. We will compare the relative energy transmitted by the slit for dif- 

ferent intensity distributions, such as a two-dimensional Gaussian, uniform 

triangle, uniform rhombus, uniform ellipse, and a Fraunhofer diffraction 

pattern. 

If 1(x, y) describes the intensity distribution on the focal plane, then 

where T s is the time it takes a point image to cross the slit and t = 0 when 

maximum energy is being transmitted by the slit. The volume enclosed by the 

grid lines in Figure 1 is proportional to G(t). 

In order to make our results comparable, set G(0) = 0.8; i.e., eighty 

percent of the energy is transmitted at the point of maximum energy trans- 

mission. 
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we say that the intensity distribution is two-dimensional 

energy passing the slit relative to the total energy is 

where 

, K = constant 

Gaussian. The 

The geometrical intensity distributions we will consider are: 

a. Two dimensional Gaussian 

b. Uniform isosceles triangle 

C. Uniform rhombus 

d. Uniform rectangle 

e. Uniform ellipse 

f. Fraunhofer diffraction pattern. 

Figure 2 shows the relative outputs for the intensity distributions a, b, 

c, d, and e. The Fraunhofer diffraction pattern is considered at the end of 

this subsection. Figures 3, 4, 6, and 7 show how closely a Gaussian intensity 

distribution can approximate the other intensity distributions with respect to 
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slit output. These comparisons indicate that if the intensity distribution 

is reasonably syaunetric the output from a scanning slit can be thought of as 

coming from a two-dimensional Gaussian intensity distribution. The Gaussian 

approximations to the slit outputs are of the form 

K and a/o1 are parameters chosen so as to make a "good" fit. 

The analytic derivations of the equations for the slit outputs follow. 

We first determine the slit width relative to the intensity distribution so 

that eighty percent of the energy is transmitted when the slit is centered 

on the intensity distribution. For the uniform intensity distributions, one 

needs only consider the "base" and its interaction with the slit (volume is 

reduced to area). Thus, to determine the slit width, A S = (0.8) (AT) 

where A S = area enclosed by slit and 

AT = total area of geometrical figure. 
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Hence, 
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da = * 

ss3 
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Rhombus: 

The results 

SLIT 

+-7 

SCAN DIRECTION 
> 

[or this case are exac tly the same as for the isosceles triangle. 
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Rectangle: 

SLIT 
A 

/ \ 

Then 

Hence, 
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Determination of slit width: 
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SLIT 

Ellipse: 

AN DIRECTION 
> 

Determination of slit width: 

Then 
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Hence, 

Diffraction Pattern: 

The energy distribution resulting from a point source using a circular 

aperture results in a relative light intensity distribution function of the 

form 
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where r is proportional to the distance from the center of the image. A basic 

problem isjto determine the accumulated energy to one side of a knife edge. 

From this function one can then determine the energy transmitted by a slit of 

finite width but infinite length. This is done by evaluating the cumulative 

energy function at the two edges of the slit and taking their difference. At 

the end of this subsection the function G is determined from G 1 in this manner. 

To determine the energy to one side of a knife edge we must integrate 

I(x, y) over the region 

where 

Let 

From the symmetry of F, 
G,(a) + w-4 = 2. 4,(o) = ~,(ce)~ 

Let 

where 

Then 
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If we let t = a set 8, then 

Note that I Im HlQl =Tf- 
ri-*h 

Hence G, (0) = -j. Gc-1 = a*Hcc-) = ZLr 

From the symmetry of F we have for a 10, 

#- Q _ , then 
t 

G,(A) = 4 ’ 4 7i 0 
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To evaluate the integral a Chebyshev-Gauss quadrature formula was used, 

namely, for f even 

Figure 5 shows the graph of the function G 1' Figure 6 shows the graph 

of 

G(t) = G,(t+ $)- G,(t- 2) 

where T s represents the slit width. Note that Gallssian approximations are 

very good except in the "tails". Figure 7 shows how G and Gaussian approxi- 

mations compare for cases when the slit passes ninety percent and ninety-five 

percent of the energy when the star is in the slit center. 

The averaging affect of the slit again tends to obliterate the variations 

of the image, so that the output of a slit crossing a two-dimensional Gaussian 

intensity distribution approximates the diffraction pattern output. 
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B. Comparison to Moving-Spot Scanning. 

In this section we wish to contrast the output of a moving-spot scanning 

system and that of a moving slit. The spot is assumed to be rectangular in 

shape. A rectangular spot can reasonably approximate the scanning spots used 

in image orthocons, deflectable photomultipliers, and photographic plate 

scanners. Suppose the optical system produces a diffraction pattern that 

two-dimensional Gaussian. The energy density in the focal plane is given 

where K is a constant. 

Then the outputs of the slit and spot are 

is 

by 
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where 

See Figure 8 for symbol explanation. 

The star is in the center of the slit when t = 0 and is in the center of the 

spot when(t, u) = (0, 0). 

The results of the above integration are 

where 
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The point to be made here is that for fixed u, Pslit(t) is proportional 

to P spot(L u> - 

These results can be slightly generalized. If the star image is 

elliptical then the energy distribution is of the form 

If the slit and spot move in a direction that is orthogonal to one of the 

axes of the ellipse, the output for the slit and spot are still proportional 

in the same sense as used previously. 

For an arbitrary direction of motion across an elliptical image we do 

not have any conclusive resultsCregarding the relation between the slit and 

spot output. Thus, results derived for a moving slit can be applied directly 

to a moving-spot scanner. 
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C. Statistics of Photoemissions 

To select a reasonable technique of processing photoelectric measurements, 

we must consider the statistics of the photoemissions. There are basically 

two approaches, or models, to describe the statistical distribution of the 

number of photoelectric emissions in a fixed time period. The first model 

describes the radiation incident on the photodetector as a stochastic sequence 

of photon arrivals. The second model describes the radiation incident on the 

photodetector as a stochastic wave. The wave model has three advantages. 

(1) The wave model applies directly to radiation which has a wide 
frequency spectrum. 

(2) The wave model yields "classical equations" for dim and bright 
radiation. 

(3) The results obtained with the photon model are special cases of 
the results obtained with the wave model. 

In the following discussion we will restrict our attention to the wave model. 

The statistical characteristics of photon beams and photoemissions have been 

discussed by Stern (1960), Jones (1962), Hisdal (1965), Fried (1965), 

Grau (1965), Hodora (1965), Bolgiano (1964), Harwit (1960), Jones (1953), and 

Fellgett (1949, 1959). 

The following discussion of the wave model is based on results presented 

by Mandel (1958, 1959). If one observes an average of z emissions in a period 

T, the probability of obtaining n emissions is 
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The parameter 5 is defined in terms of the normalized correlation function 

Y(T) of the incident wave y(t). In particular, 

The parameter 5 has the dimension of time and can be interpreted as the 

coherence time, and T/c represents the number of "degrees of freedom." The 

quantity L z/T is a basic parameter; it is the average number of photoemissions 

in one coherence time. For a system in thermal equilibrium we can show that 

where hv is the quantum energy, k is Boltzmann's constant, and To is the 

temperature in degrees Kelvin, see Garbuny (1965), p. 418. 

We can show directly that p(n, T) approaches a Poisson distribution as 

n s/T approaches zero. This is the case in most stellar applications. On 

the other hand, p(n, T) approaches a "gamma distribution" for large values of 
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ii- $/T. This limiting form represents the distribution of intensity of the 

incident wave, since Mandel assumes the incident waves are Gaussian random 

processes. 

The variance of the number of emissions is 

For a dim source, the variance becomes n. For a bright source, the variance 

becomes z2 z/T. 

For stellar radiation, Ah is the order of 0.1 micron and 5 x l/Av is the 

order of 10 -15 . (The effective response with an S-4 detector and a Type A 

star is presented in Figure 4 of Section V.) Consequently, we may assume the 

photoemissions form a Poisson process. Note that the output from a photo- 

multiplier may deviate from Poisson even though the primary emissions are 

Poisson, see Gadsden (1965). This deviation can be attributed to a loss of 

electrons between the cathode and anode. In most cases, we can neglect this 

effect. 
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D. Effective Intensity of Star Radiation 

The response of a star being observed with a photomultiplier is dependent 

on a multitude of factors among which are the spectral energy distribution of 

the star and the spectral response of the photoemissive surface. 

The spectral energy distribution of a star has been, studied using two 

types of photometry, wide-band and narrow-band. In the first type, the radiant 

energy from a star is integrated over several hundred angstroms by a combina- 

tion of filters and a detector. Clearly, much of the detail of the spectral 

energy distribution is lost in wide-band photometry. ,However, extensive data 
9: 

exists in this form and if one is interested in only the gross features of 

the spectral energy distribution, this is quite adequate. 

In narrow-band photometry the radiant energy from a star is integrated 

over regions less than 20 angstroms in width. Much more information is 

gathered in this way and as yet, only a limited number of stars have been 
.,v< ;n< 

studied. 

In order to study the gross features of star spectra it is necessary to 

classify the stars according to their spectral response. A common classifi- 

cation according to temperature is readily available. The classes considered 

here are B, A, F, G, K, M. 

The spectral responses of the UBV color system are shown in Figure 9. 
9d;'i 

;‘: Iriarte, et al., (1965), pp. 21-31. 

k': Norton (1964), and Code (1960). 

:';JS: Taken from Allen, C. W. (1963), p. 195. 
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The magnitude of a star is thus obtained at three different wavelengths, 

namely, .36 micron, .43 micron, .54 micron. These values are the wavelengths 

at which the U, B, and V spectral responses are maximum. Figures 10 and 11 

show how the U-V and B-V magnitudes vary as a function of spectral class. 

The list of stars used was a list published in Sky and Telescope by 

Iriarte, et al., (1965). Using this data an average value for the U-V and 

B-V magnitudes as a function of spectral class was obtained. 

In the following discussion we assume the U, B, and V spectral responses 

are simple bandpass filters. The effective intensity of a star in spectral C 

(C = 0, B, A, F, G, K, or M) is then 

where It(X) is the spectral energy density of a star in class C, and where 

R(h) is the response of the filter. In the present problem, & is the wave- 

length of the peak of the U, B, or V response. Also R(h,) and M  are assumed 

to be the same 

energy density 

to the U, B, V 

ing equations 

for each response. Therefore, the values of the spectral 

at the peak vavelength of the U, B, V responses are related 

magnitudes (denoted by MC(U), MC(B), MC(V)) through the follow- 
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It is then necessary to extrapolate and interpolate in order to "complete" 

the curve I=(h). For wavelengths below the Balmer cutoff .36 micron, It(h) 

is assumed to be constant. The attenuation at the Balmer cutoff is based on 

data given by Greaves (1956). For values of h 2 .36, an interpolation function 

of the form 

r,(X)= e (cr,+b,I+c,X3) XN 

was used. N is initially chosen to be zero. For this value the data points 

sometimes yield an approximation with c 1 positive. For extrapolation in the 

.54 to -70 micron range this yields poor results. Thus, we let N take on the 

successive values of -1, -2, . . . until the approximation gave us c < 0. 1 

We will determine the relative photoelectric intensity and magnitude of 

stars in several spectral classes and for S-4, S-11, S-20 detector responses; 
Jr 

see Figure 12. The photoelectric intensity is 
\ All 

F(cJp) = g I,(x)’ s,(l) dl j p= ~-~,s-i\,5-30 
\ 

where g is a constant of proportionality and where Sp(h) is the spectral 

response for the particular photoemissive device. The wavelengths hl, 12 are 

practical limits of the response Sp(h). The above integral is evaluated 

* Typical Absolute Spectral Response Characteristics of Photoemissive 
Devices, ITT Components and Instrument Laboratory. 
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approximately by means of Simpson's rule with an interval length of .02 micron 

Note that absolute values are given in V.B for an S-4 response and a Type Ao 

star. 

Since AO stars are frequently detected with S-4 photodetectors it is 

convenient to evaluate the relative intensity and magnitudes: 

F*(c,P) = F&P) 
F(Ao, S-9) 

M*(c,‘P) = - 2.5 log,, F*(C,F) 

These values are graphed in Figures 13 and 14. 

Suppose stars of spectral class cl and c2 are viewed by photoemissive 

surfaces pl and p2, respectively. The ratio of their intensities is 

f(c,,‘p,) I= (c.,P,) 
and their difference in magnitude is 

rq”(C,,F) -V(c,A)=-2.5 jog, 
F”k ,w 

F*(ca 3) 
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III. STELLAR BACKGROUND RADIATION 

A. Introduction 

A celestial frame of reference can be obtained by observing star transits 

through a scanning slit. The characteristics of such systems with respect to 

star detection and location have been previously investigated by Farrell and 
9: 

Zimmerman. This section is primarily concerned with developing models for 

the stellar background noise in such systems. 

In particular, the scanning system consists of lens, slotted reticle, 

and photomultiplier. A star field is focussed on the reticle, which is fixed 

relative to the lens and photomultiplier. The entire system rotates; conse- 

quently the star field moves across the slit. See Figure 1. The following 

results apply equally to systems in which the reticle moves, with a fixed lens 

and photomultiplier. 

As the star field moves across the slit, the amount of radiation reaching 

the photomultiplier fluctuates, with a corresponding variation in its output. 

The output from a bright star represents a "signal"; the output from weak 

stars represents background "noise." See Figure 2. The background noise 

has two components: photon noise and spatial noise. The photon noise results 

from the quantum character of the photoelectric emissions. The spatial noise 

results from scanning the random spatial distribution of weak stars. 

Other sources of interferring radiation include zodiacal light and airglow. 

Zodiacal light is sunlight reflected by meteoric material and by dust grains 

+: Farrell, E. J. and C. D. Zimmerman (1965). 
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of uncertain origin, which form a ring around the sun in the ecliptic plane. 

Measured in units of equivalent tenth magnitude stars per square degree 

zodiacal light varies from 30,000 (points near the sun) to 160 (points away 

from the sun)." Airglow is an illumination suffused over the sky which 

originates in the atmosphere and occurs mainly at altitudes of from 60 to 120 

miles. The most intense radiation appears to be in the infrared. Airglow 

places a limit on the faintest celestial objects that can be detected photo- 

electrically and photographically from the surface of earth. In the total 

night sky radiation (no moon present), the contributions from zodiacal light 

and airglow have been estimated to be as much as 65 percent. 
*+; 

Special 

techniques must be used to minimize the effect of this radiation for scanning 

systems which encounter the earth's atmosphere and the ecliptic plane. 

A basic problem is to discriminate between the desired signals and un- 

desired signals from the background. The optimum detection technique depends 

on the characteristics of the signals. In scanning optical systems, we en- 

counter three operating situations. 

In the first situation, the detection technique must discriminate against 

"false" star detections, i.e., detections resulting from dark current, zodiacal 

light, "very weak" stars (stars with intensities several stellar magnitudes 

below that of the weakest star of interest), and radiation from the atmosphere, 

when observations are made from Earth. The sporatic detections of 'weak" 

* Allen, C. W. (1963), p. 159. 

Af< Chapman, R. M. and R. O'B. Carpenter (1959). 
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stars (i.e., stars with stellar magnitudes near that of the weakest star of 

interest) are acceptable in this operating situation. The optimum technique 

maximizes the probability of detecting the weakest star of interest with a 

fixed probability of detecting a false star. Several detection techniques 

for this situation are described in Subsection V1.B. The expected number of 

false star detections in one scan period is approximately equal to the product 

of (1) the number of "slit positions" in one scan and (2) the probability of 

detecting a false star. In this section we are primarily interested in the 

second and third operating situations. 

In the second operating situation, the detection technique must discrimi- 

nate against weak stars. False star detections can be neglected. The stars 

of interest are relatively bright. Hence, weak star detections are widely 

spaced in time and are statistically independent. The optimum technique 

maximizes the probability of detecting the weakest star of interest with a 

fixed probability of detecting the brightest weak star that we must discrimi- 

nate against. Detection techniques for this situation are described in 

Subsection V1.B. The optimum technique uses a holding filter, i.e., a filter 

with a rectangular impulse response. If the filter output exceeds a pre- 

assigned threshold, a star is present. In the following paragraphs 

(Subsections B, C, D, and E) we develop two models for the weak star back- 

ground, and determine the expected number of weak star detections in one scan 

period. A holding filter is used. 

In the third operating situation the detection technique must discriminate 

against weak stars; but in this case, the detections are not independent. 
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The stars of interest are relatively weak. The primary cause of variability 

in the photomultiplier output (in the absence of a bright star) is the vari- 

ability in the spatial distribution of weak stars. In this situation the 

goal is to select a detection filter that maximizes the ratio of the output 

signal level to output rms noise level. Detection techniques for this situa- 

tion are described in Subsection V1.B. In the following paragraphs (Sub- 

sections F and G), we describe the characteristics of the background noise 

in the filter output. The dependence of spatial noise on the slit width and 

optical resoultion is derived; also the magnitude of the photon noise and 

spatial noise are compared. A similar problem has been studied for scanning 
* 

photographic plates. Because of the random variations in granularity across 

the plate, one obtains a scanning noise like that obtained in scanning a 

stellar background. On the other hand, there are several differences. In 

photographs the "elements" one scans are the photographic grains, which are 

opaque with sharp edges. Also, the scanning aperture is generally circular; 

photon noise is neglected. When scanning photoelectric star images, the basic 

elements are nebulous due to optical aberrations. Also, the aperture is 

rectangular and photon noise is very significant. 

9: For a more complete discussion see O'Neil, E. L., (1963), pp. 109-121. 
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B. Weak Star Background: Statistical Model 

In this subsection we will describe a statistical model of the weak star 

background for the second operating situation described above. Weak star 

detections are widely separated in time and are statistically independent. 

False star detections can be neglected. Also we assume that the detection 

filter has a rectangular impulse response. In addition to the weak stars, the 

background radiation has a homogeneous component from the very weak stars. 

The homogeneous component varies across the celestial sphere. In the next 

subsection, C, we will describe a "simulation model" of the background using 

the same assumptions. In evaluating the expected number of star detections 

in one scan, we assume a statistical distribution for the weak stars. In 

subsection C, however, a star map determines the affect of the weak stars. 

at random with 

ing contained in 

Let a two-dimensional surface S have 

intensity function v,(@, d). The probabi 

Sl& S is 

points distributed 

lity of N points be 

&/u 0,) p”w 
N! 

where 

Also, the number of points in non-overlapping areas are independent random 

variables. 
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For our applications, S will be a unit sphere representing the galactic 

sphere (equator coincides with the Milky Way) and u 
S 

will depend only on 

galactic latitude. 
J: 

In this section, vs will be latitude symmetric. However, 

in Subsection C, latitude asymmetries are introduced in the homogeneous com- 

ponent. The field of view of the scanning system in general is a spherical 

cap with the center deleted. See Figure 3. 

Let N(as) be the number of points encountered by scanning through an 

angle es. See Figure 3 for definitions. We will show that N(Bs) is a non- 
:';+; 

homogeneous Poisson process. There are five conditions that must be satis- 

fied for this to be true. 

(0) N(0) = 0 because of the definition of N. 

(1) NBS)> es > 0 has independent increments since for 

0 < Ql < O2 < Q3 < e4, S(Q4 - e,) s(e 2 - e,) are non-overlapping 

areas. See Figure 3 for the definition of S(e). 

(2) For OS > 0, 0 < P[N(Bs) > 0] < 1 since P[N(Bs) > 0] = 1 - eecLs where 

(3) For simplicity, let p(es) = p,(S(Bs)). If 

9; See Trumpler, R. J. and H. F. Weaver, (1953), Chapter 5.1. 

f:f: Parzen, E., (1962), Chapter 4. 
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(4) i. 
I 

I- P[&e,+Ae) - IV(&) = 01 I- &--) 

Ae = L-fn 
,. 

Ab+O AB 

Thus, the mean of the process N(es) is 

vs(e, d) depends on the magnitude of the point source. For the sake of ana- 

lytic simplicity v(z) = vs(e, sin 
-1 

z) has been assumed to be quadratic in z. 

In particular, let vM and vb be the functions describing the densities of stars 

of magnitude M and the homogeneous background respectively. By a star of 

magnitude M we mean any star with magnitude between M - 5 and M -t %. 

One of the fundamental quantities to determine is the probability of 
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-_-. _ . 

detecting a star of magnitude M. th The probability of detecting an M magnitude 

star when the star occurs at angle 0 in the scan plane is 

where 

CY = fraction of photoelectric pulses transmitted by a threshold clamp 

% 
= quantum efficiency of photomultiplier 

% = optical efficiency of lens system 

hM = n,umber of photons per second being received from an M th magnitude 
star at the photocathode 

= (5.06 x 106)e -.921-M . D2 

D = diameter of aperture in inches 

H max = rnex (H(t) 

H(t) = output of holding filter relative to the rate at which pulses are 
being received 

Tf = time duration of holding filter 

TS 
= time for star to cross slit 

hd = rate at which noise pulses are being generated by the photomultiplier 
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8 = slit width SW 

A diagram of the detection electronics is presented in Figure 4. The 

output of the photomultiplier is a sequence of pulses with random amplitudes 

and separations. Since the amplitude variations do not contain information 

about the stars, the output pulses are clamped to a fixed level when they 

exceed a minimum amplitude. A detailed discussion of this technique is given 

in Subsection V1.B. 

Let v,(0) = G(0) b e the intensity of the non-stationary Poisson process 

th 
which describes the number of M magnitude stars crossed while scanning 

through an angle 8. Then PM(e) * v,(Q) is the intensity of a non-stationary 

Poisson process which describes the number of star detections while scanning 

through an angle 8. Thus, the expected number of M th magnitude star detections 

in one scan is 
aft 

i 

‘i>,(8) v,(e) de 
0 

A numerical method of integration will be used to evaluate this latter integral. 

See Subsection D.l. 

An alternative and more exact approach can be used to find the expected 

number of star detections. We propose to use a star map which includes all 
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stars of photographic magnitude 7.5 and brighter along with their position. 

See Subsection E.l for star map information. To find the expected number of 

star detections, we simply sum their probabilities of detection. 
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C. Weak Star Background: Simulation Model 

In many applications of a conical scanner, the sensor remains at 

essentially the same galactic longitude for many scans. In this case, the 

averaging effect of the strip type scan is not exhibited and a stored star 

map is necessary to evaluate the effect of weak stars on the number of 

detections. 

The following model is used to evaluate the weak star component. The 

system parameters and data handling capability define a limiting magnitude 

o"y * We wish to detect all stars brighter than ML and to keep other 

detections resulting from stars with magnitude greater than ML smaller than 

some number specified by the data handling capability of the system. If we 

detect a limiting star with probability .9, any star of magnitude larger 

than FL + 2 would have essentially zero probability of detection. We, thus, 

assume that all stars of magnitude greater than ML + 2 form the homogeneous 

component of the background and that the weak stars have magnitudes between 

ML ?L+2* and 

In practice, we initially assume that all stars of magnitude greater 

than 7.5 form the homogeneous component. Our stored star map includes all 

stars of photographic magnitude smaller than 7.5 ordered by magnitude; a total 

of 15173 stars. Once a limiting magnitude has been determined, the homogeneous 

component of the background is adjusted so as to include all the weak stars 

with magnitude between ML + 2 and 7.5. Probabilities of detection are then 

computed on the basis of this adjusted homogeneous component. 
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FLOWCHART 

Input 

System Parameters 

( 
Program Constants 

Star Map 

Pointing Direction 
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1. Coordinate Transformation 

Let F(zg) be the function describing the homogeneous background. 
% 

= sin 6 

where d is the galactic latitude. For a particular scanning system we wish 

to determine the homogeneous background entering the slit at an arbitrary 

position in the scan. 

Let d, and d, be lower and upper limits on the scanned region. I.e., 

where FOV is the field of view (see Figures 3 and 5). Two successive 

will place the spin axis on one of the coordinate axes. The required 

formation is 

rotations 

trans- 

Thus, the homogeneous background as a'function of the angle es and slit 

width SW is 
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where x = cos d 

y = sin 6 sin 0 

z = sin d cos 8 

Since SW is very small (a few minutes of arc) re lative to the field of view 

The Latter integral is evaluated numerically using Simpson's rule with approxi- 

mately 1.75 points per degree. 

2. Determination of Reference Angle 8c 

Figure 6 shows the geometrical relationship between the necessary vectors 

to determine the angle (ec) at which a star occurs in the scan. 
6 

The galactic sphere is assumed to have radius one. Thus ii, and s are 
P 

unit position vectors of the star and spin axis respectively. Tl is a vector 
CL e-s 

in the zg direction. g2 is a vector orthogonal to s 
P 

and in the plane of s 
P 

.-. 
and s t' Hence, 
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3. Program Description 

The program is an assembly of several subroutines which in several cases 

use the same constants. To describe some of these constants a description of 

the star map and homogeneous background construction is necessary. 

The star tape contains 15173 stars ordered by photographic magnitude, 

Each record on the tape contains the general catalog number, photographic 

magnitude, and the three direction cosines on the galactic sphere. The right 

handed coordinate system (x 
g' yg' g 

z ) imposed on the galactic sphere is one in 

which the z 
g 

axis passes through the galactic north pole and the x 
g 

axis passes 

through the point of intersection of the galactic and celestial equators which 

has the smallest celestial right ascension angle (descending node). By the 

index of a star we mean the position of the star in the magnitude ordered 

list. Index 1 is the brightest star and index 15173 the dimmest star. 

For background purposes the galactic sphere is divided into 21 Latitude 

classes. 

Class Galactic Latitude Range 

1 (-90, -85) 

2 (-85, -75) 

3 (-75, -65) 
. . 
. . 
. 
8 (-25: -15) 

9 (-15, -7.5) 

10 (-7.5, -2.5) 

11 (-2.5, 2.5) 
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Class 

12 
. 
. 
. 

21 

Galactic Latitude Range 

(2.5, 7.5) 
. 
. 

(85, 90) 

We originally started out with the homogeneous background generated by 

stars of 7.5 magnitude and weaker. The data used was latitude symmetric and 

is expressed in number of tenth magnitude stars per square degree. Since the 

resolution of the system determines the homogeneous background component, the 

background density list is altered by including in it stars which are brighter 

than 7.5 magnitude. To augment a group of weak stars to the list, they are 

first put through a sieve to determine which latitude class they belong in and 

then their magnitude is converted to an equivalent number of tenth magnitude 

stars. We thus generate a homogeneous background which is latitude asymmetric. 

Definition of Symbols: 

NOSTAR 

WMAG 

GX 

GY 

GZ : These symbols stand for arrays which hold respectively the star 
general catalog number, photographic magnitude and the three 
direction cosines. 

DPTSAG : The array giving the number of tenth magnitude stars per 
square degree for each of the 21 latitude classes. 

INDAG : Index of the star list for which DPTSAG is computed. I.e., 
all stars of magnitude > WMAG(INDAG) are used in determining 
DPTSAG. 

/ - 
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DLBDS 

ZLAT : These arrays are used only to determine the latitude classes 
and class boundaries. 

4. Description of Subroutines 

a. Call Statement: DPTSCP(PRMAG) 

This subroutine updates the star density list for a new limiting magnitude. 

PRMAG is the magnitude limit for computing the new background list. All 

stars with magnitude > PRMAG are to be included in the list. The subroutine 

assumes that it is given an initial density points list. To each of the 

21 Latitude classes there corresponds a number which represents the equivalent 

number of tenth magnitude stars per square degree for that class (array DPTSAG). 

Suppose stars of a certain magnitude range are to be added to the density list. 

A sieve determines that a given star belongs in latitude class I. The star is 

then converted to the equivalent number of tenth magnitude stars. This 

number is added to the number in CLSLflT(1). Thus CLSLAT is an array whose 

members represent the total number of tenth magnitude stars that are to be 

added to the respective latitude classes. 
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FLOWCHART: UPDATING STAR DENSITY LIST 

INDAG = Starti ( Index of Present 
Density List 

PRMAG = New 
Limiting Magnitu 

for Which we 

# Set Array 
CLSLAT to Zero 

t 
I 1 

4 INDAG = INDAG + 11 
I 1 I 

--I Subtract WMAG(INDAG) 
from CLSLAT I 

, 1 AddtEAG;AG) 1 

INDAG = INDAG - 1 

1 
WMAG(INDAG): FXMA 

I 

I INDAG = INDAG - 1 I 

Density List 
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b. Call Statement: DENFN(ZARG, VALUE) 

This subroutine interpolates between the points given in DPTSAG. ZARG is 

the argument of the function and VALUE is the interpolated value. Given ZARG 

the routine determines the latitude class that ZARG belongs to and then chooses 

the density point for that class along with the density points on either side. 

Thus given the three points xl < x2 < x3 the form of the quadratic interpolating 

polynomial due to Lagrange is 

F(x) = %-~a . x- x3 Wx,) -+ x- ~1 . x-x3 I=CX, J 
71-xz x,-x3 x2-x1 zz 

+ X-3’ . x-x, . /=(x3) 
%-X1 -)c3-xz 

C. Call Statement: BKGDPD(NUMSTR, PTDIRC, PHIS, PHIL, BKVAL) 

This subroutine computes the average homogeneous background passing the 

slit when the star with index NUMSTR is being observed. In particular, it 

approximates 

F(cos$ Srnlp -t Srn # cos escosS3 ) ' sin+ d+ 

by the use of Simpson's rule. 

PTDIRC is an array giving the direction cosines of the pointing direction. 

PHIS = d, 
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PHIL = 6, 

BKVAL gives the number of tenth magnitude stars per arc minute passing 
the slit. 

The other subroutines present in the program are assembly or service routines. 

Their function is explained via common statements. 

5. Program Usage 

The program uses two data input media. A magnetic tape with the star 

list and a set of two cards which give the initial values of DPTSAG and INDAG. 

All statements through number 35 must be present to compute the necessary 

constants and to read in the data. The next ten constants can be altered to 

present different systems to the program. 

LISTNO = ordered list number of the limiting magnitude star. 

LTAU = detection threshold. 

APED = aperture diameter in inches. 

DARK = number of dark current pulses from the photomultiplier. 

TIC.5 = transit time of star (seconds). 

SW = slit width in minutes of arc. 

SPHIS 
SPHIL = the smallest and largest angles of the field of view as measured 

from the spin axis (degrees). 

TRAS 
DECA = celestial right ascension and declination of the spin axis 

(degrees). 

A program listing appears in E.2. 
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D. Applications of Models 

In this subsection we compare the different background models on the 

basis of the expected number of star detections in one scan. Two different 

scanning systems are examined. 

1. Strip Type Scan With No Stored 

The basic scanning geometry is 

Star Map 

shown in Figure 7. The assumption that 

the density of weak stars of a given magnitude and the homogeneous background 

can be approximated by quadratic functions enables one to compute most of the 

resulting integrals analytically. See E.3 for derivations. 

The data for homogeneous background and star densities aere taken from 
3; 

Allen. Figure 8 shows the graph of the star background versus the galactic 

latitude. 

Figures 9 and 10 show the relations between the cumulative background, 

the scan plane angle (es>, the scan plane inclination (cu), and the field of 

view (b). 

In particular, the quadratic functions used to approximate the homogeneous 

background and weak star densities are 

3&(Z) = 120 - 23.2 t t llb ta 

jy (2) = .0188 - .oa?+ z +.0157 tZ 
gs (z) = .0553 - .0%82 t t *09%7 zJ 

3&# (r) = .I51 - .331 t + - I;74 t” 

1, (t) = .332 - .372 L + .156 Z1. 

3: Allen, C. W. (1955), pp. 213, 214. 
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where z = sin d and 6 
g g 

is the galactic latitude. 

The system parameters for this example are for a spinning rocket sensor 

considered by Kenimer, R. L. and T. M. Walsh, (1964). 

Aperture diameter: 5.08 inches 

Field of View: 6' x 6' rectangular 

Optical efficiency: .5 

Quantum efficiency: .12 

Slit size; 6' x .015O (8 slits) 

Spin rate: 270' per second 

The threshold is set so that a third magnitude star occurring in a mini- 

mum homogeneous background field will be detected with probability 0.9. The 

homogeneous background includes all stars of 7.5 magnitude and weaker. 

simulation used pointing direction galactic right ascension and 

ions of 

The 

decl inat 

(0°, 90°) 

coo, 600), (30°, 600), . . . . (330°, 60') 

coo, 300), (30°, 300), . . . . (330°, 30°) 

coo, OO), (30°, OO), . . . . (330°, 0°) 

For each pointing direction a star map was searched to find the stars with 

magnitudes between 3.5 and 7.5 that occurred in the field of view. The slit 

was then superimposed over the star to determine the homogeneous background 

component. Finally, the probability of detection was computed. The expected 

number of weak star detections is the sum of these probabilities. Figure 11 

indicates the relationship between the statistical model and the simulation. 
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A relatively small computer is needed for the computations involved in the 

statistical model, whereas, a large amount of storage is needed for the 

simulation. 

2. Comparison to Simple Model 

One of the proposed Tiros satellites makes use of a scanning optical 

system in which the optical axis is inclined 14 degrees from the spin axis. 

In order to meet accuracy and data handling requirements, the following 

system and design parameters were chosen: 

aperture diameter .411 inch 

scan period 6 seconds 

slit width 6 minutes of arc 

optical efficiency .75 

photomultiplier EMR 54lA-01-14 

dark current equivalent 
photoelectron rate 2540 per second 

quantum efficiency . 15 

Figure 12 shows how the statistical simulation model compares with a 

simple magnitude dependent weak star detection model. This latter model 

assumes that stars with magnitudes between M - % and M + k are distributed 

uniformly over the sphere. The homogeneous background value was taken as the 

average of the minimum and maximum values as indicated in an integrated star 
9: 

light map which is latitude and longitude dependent. 

J: Megill, L. R. and F. E. Roach (1961). 
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The latter model does not compute the homogeneous background component 

and is not subject to weak star density variations. The first model, however, 

is completely automatic and does account for weak star density variations. 

Figure 12 indicates that the two models agree reasonably well for the case 

considered, but greater variability will most likely be exhibited in further 

cases. 

The optical designer must know the slit width as measured from the lens. 

Figure 13 shows the relationship between the slit width as measured from the 

spin axis (SW) and from the lens (SW'). Note that SW' = SW sin y. Thus, 

SW' is a function of distance from the spin axis, whereas, SW is constant. 
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E. Special Results and Derivations 

This subsection contains some special calculations and data necessary 

for the listing of the previous results. It includes the details of the 

construction of the star tape and computer program used in the simulation 

model. E.4 contains a table of star background radiation along with a 

coordinate conversion chart. 

1. Construction of Star Tape 

The original data was in the form of punched cards. The data on these 

cards was taken from the Albany General Star Catalog which lists 33,342 stars, 

ordered by celestial right ascension. Each card contained the catalog number, 

visual magnitude, spectral class, right ascension and declination angles of 

the given star. 

The visual magnitude of the stars was transformed to photographic 

magnitudes by using the spectral class of each star. The transformation used 

was 

photographic 
magnitude = (B - V) - .ll + ;;;;;:ude 

9: 
where B - V is the color index of the star. Only stars whose photographic 

magnitudes were 7.5 or less were used. 

;‘: Allen, C. W. (1963), p. 197. 
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The color index and spectral class exhibit a strong quadratic correlation. 

See Figure 14. A quadratic polynomial was used to estimate this correlation 

with the fifty brightest stars providing the data points. The polynomial 

used was 

B - V = - .43 + S (- .06 + .04 S) 

where S is the spectral code used. See Figure 14. 

The celestial direction cosines were computed using a right-handed xyz 

triad with z-axis passing through the celestial North Pole and the x-axis 

passing through the First Point of Aries (0' right ascension). The galactic 

direction cosines were then computed by 

rotate 102O about the z-axis to produce 

about the y' -axis to produce the x y z 
ggg 

is 

a series of two rotations. First 

an x'y'z' system. Then rotate -62' 

system. The composite transformation 

-cos 78” Sin 78O 

-sin 78’ CosbJ* -cos 79” cos62° 

-s;r, 78O sin 62-O -cos Lao cos 72O 

The final tape contains a list of the brightest 15173 stars ordered by 

photographic magnitude (7.5 magnitude and brighter). Each record also 

contains the star catalog number and its three galactic direction cosines. 
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2. Program Lhting 

45 

50 

6n 

9n 

95 

3s 

10s 

1s 

COMMON/j/ GYIGZ 
COMMON/3/ WMAG,NOsTAR 
DTR=.017453292520 
cLBDS(l)~SINF(2.5*DTH) 
CLBOS(2~=SINF(7.5*DTR) 
00 45 1=3rlO 
ALAT-lD*T-15 
CLBDS(I)=SINF(ALAT*DTR) 
CLBDS(Il)=l 
DO 50 I=),9 
FI-I 
ZLAT~I+~2l~STNF(FI*lU~*OTR) 
Hl=-I*10 
ZLAT(Y1 1 n -ZLAT (I*121 
ZLAT(12)=SINF(5r*DTR) 
ZLAT(lD)=-ZLAT(12) 
ZLAT(ll)=O 
READ 6O,(DPlSAG~I~rI=lt21~~INOAG 
FORMAT~llF7.2/10F7.2rIlO) 
INDTO=lS]74 
REWIND 3 

READINPUTTAPE3r9Ov (NOSTAR rWMAGf1) rGX(I) rGY(I) rGZ(I) rI=l*INDTG) 
FOPYAT~3X~I5,F9.2t3F13.8~ 
PRINT 95,NOSTAR(l)rWMAG(l) 
PRINT 95,NOSTAR~INDfO)rWMAG(INDTO) 
FORMATf3X,I5,F9.2) 
PRINT 35,TNDAG,(ItDPTSAG~I)~I=l~2l) 
FOPMAT~//,SX,6HINDAG=I7/~I2O~E2O.lO)) 
APED=*41 I 
DARK=2540 
TTS=.D06RG927 
SW86 
SPHIS=4 
SPHIL=24 
DO 100 NPD’lr5 
READ ~O~,RTASIDECA~LISTNOVLTAU 
FORMAT(2F10.5~2110) 
CALL DIRCOS(RTASIDECA~DCP(~)~OCPO~DCP( 3)) 
PRINT lS,RTAs*DECA 
FORMAT(//,5X,2OHPOINTING DIR RT AS mF4.0,/,5X 

19 ZOHPOINTI~G DIR DEC wF4.0) 
CALL EXP~SD(LISTNO,DCPISPHIS.SPHIL.APED~TTS~SW*DARK~LTAU~ANS~ 
PRINT 25,ANS 

25 FORMAT(lOXt27HEXPECTED NOa OF DETECTIONS=E’l7.9) 
1OD CONTINUE 

END 

PROGRAM SIMULZ 
DIMENSION DCP (3) 

~,DPT.SAG(2l~rCLBDS121),2LAY~21~ 
~,N~STAR~~~~~D~,WMAG~~~~~~),GX~~~DOO~.GY~~~OOO~~~Z~~~OOO~ 

COMMON DPTSAG,INDAGeCLBDSeZLAT 
COMMON/~/ GX 
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SUBROUTINE EXPWSD~LS~NOS~DRCOP~~DPHIS~DPHIL~APEDIA~TTSC~S~MN~DKCR 
IINETAU,EXPNO) 

DIMENSION DRcOPT(3) 

COMMON DPTSAG,INDAGrCLBDStZLAT 
COMMON/l/ GX 
COMMON/Z/ GYvGZ 
COMHON/3/ WMAG,NOSTAR 

C EkPECTED No OF WEAK STAR DETECTIONS 
C LSTNOS=INDEX OF LIMITING MAG..DRCDPT=DIR COS DF POIVTING DIR.~oFHISVDFHII=SLIT 
i. LENGTH IN OEG FROM SPIN AXIs..APEDIA=APERTURE OIA IN INCHEs.*TTSC=TRANSjT 
c TIME IN SEC ..SWHN=SLIT WIDTH IN MIN OF AtiC*. DKCR-DPRK CURRENT IN PULSES/SEC.. 
$ NETAU=THRESHOLO..EXPNO=EXPECTED NO OF WEAK STAR DElECTIONS 

YI=TIYEF (XX) 
NOO51Sm15174 
EXPYO=O 
nTR1.017453292520 
RPHIs=DTR*DPHIS 
RRHIL=OTR*DPHIL 
CLIMs=COSF~RPHISl 
CLIHL=COsF(RPHILI 

50 
40 

3-l 
35 

45 

tn 

60 

FLMPZ=WMAGILSTNos)+2* 
CALL DPTSCPtFLHPZl 
KTR=O 
LST=LSTNOS+l 
DO 10 IcLSTINOOSTS 
IF(wHAG(Il-FLYP2) 20*2Ot30 
PRINT 35,KTR 
FoRU4T(loXg26HTOTAL NO OF STARS IN ScAN’I7) 
YT’TIMEF (XXI 
TTIME=YT-YI 
PRINT 45,TTIME 
;;;;;;IPX,13HTIME IN MSEC=E17.91 

COsANG=DRCOPT~1)*GX~I)~DRCOPT(2)*GY(I)+DRCOPT~3~*GZfI~ 
IFtCOSANG-CLIYSI 6DrlOvlO 
IFtCLIML-COSANG) 70r10110 

70 CALL PRODET~I~DRCOPT~RPHIS~RPHIL~APEDIA~TTSC~S~~N~DKCR~N~TAU 
1vPROET) 

KTR=KTR+l 
EXPNo=EXPNo*PRDET 
PRINT 959 1,NOSTARfI) rYMAGlIl rPROET 

95 FoRHAT~2110,F9.2tE20~9~ 
IF (PRDET-. 00001) 80,lO~lO 

Bn RHINT RSrIvWMAGII) 
65 FORHAT(//,~XI~~HPROB OF DETECTION LESS THEN ,OODolr/r 

12Xt5H==AG(I5#2H1=F7.2l 
GO TD 90 

In CoNTlNUE 
90 CONTINUE 

PRINT 35,KTR 
YT=TIYEF (XX1 
TTIHE=YT=YI 
PRINT 45eTTIME 
RETURN 
END 
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S~BROUT~NEPRODET~NUMBST~DIRCPT~PPHIS,PPHI~~APDI~~~TTSEC~SWMIN,ORKC 
~URINWTAUIPRDECTJ 

OIMENSION DIRCPT(3J 
lrDPtSAG(2IJ rcLBDSt21J tZLAT(2lJ 
2~NoSTAR~160DolrWMAG~l6~OO~~GX~l6oOo~,GY~l6ooDJ~=Z~l6oooJ 

COMMON OPTSAGIINOAGICLBDS~ZLAT 
COMMON/l/ OX 
COMMOW2/ GY, GZ 
cOHMOY/~~ WWAGINOSTAR 

C PROBABILITY OF DETECTION 
C NlJMBST=INDEX OF STAR~.DIRCPT=DIR COS OF POINTING DIR..PPHISIPPHIL=SLIT LENGTH 
I; IN RAD FROM SPIN AXIS..AR@IAM=APERTURE DIAM IN IN l *TTSEC=THANSIT TIME IN SEC. 
C SWMIN-SLIT WIDTH IN MIN OF ARC..DRKCUR=DARK CURRENT PULSES/SEC.. 
I; NwTAU=THRESHDLD..PRDECT=PROB OF DECTI 

CALL BKGDPD(NUMBST,DIRCRT*PPHrLIBKIENM) 
FFACT=.il25 

C FFACT IS THE PRODUCT OF CLAMP LEVELeOPTyCAL EFFIcIENcY~QUANTUM EFFICIENCY 
BKMEAN=BKTENM=SWMIN*l.2OE7=APDIAM=~2~EXPF~~9.2lJ~TlSEC=FFACT 
STMEAN=~.~~E~=APDIAM**~*E~~F~-.~~~=WMAG~N~MBSTJ~=TTSEC=FFACT 
FALPHA-1, 

5 FALRHA IS THE CLAMP LEVEL 
DCMEAN.oRKCUR*TTSEC*FALPHA 
TOTMEN=STMEAN+BKMEAN’OCMEAN 
CALL POSTAL(TDTMEN~NWTAU~PRDECT~ 
RETURN 
E&D 

SUBROUTINE POSTAL(FMPTINTAU,VPT~ 
C FMPT=MEaN NTAU=THRESHOLD VPT-TAIL VALJE 
C SIJMS THE TAIL ST4RTINQ AT NTAU+l 

40 

3n 

In 

15’ 
20 

1FfkMPTiiii.J .3(1,30,40 
FTAU-NTAU 
SDV=SORTF I FYPT) 
CALL CUMNOR(FTAU~~.~FMPT,SLJV~VPTCJ 
VPT=l.-VPTC 
RETURN 
CONTINUE 
TERM-1 
DO 10 J=l,NTAU 
OIY=NTAU-J*l 
TERM=TERH*FMPT/DIV*l* 
VPT-1.0EXPF(-FMPTl*TERC 
IF(VPT-.lE-7) 15r20.20 
VPT=O 
RETURN 
END 
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SUBROUTINE BKBDPD~NU~STRIPTDIRC~PHIS,PHIL~BKVAL~ 
DIMENSION PTDIRC(~) 

lrDPTSAQ~21l,CLBDS~2ll~ZLAT~2ll 
~~~OST~R~1600o1mWH~G~l6oOo~~GX~l6oOo~~GY~l6ooo~~GZ~l6ooo~ 

CowoN DPTSAG,INDAG,CLPDSIZLAT 
COMMON/l/ OX 
CoMMoN/2/ GYtQz 
COMMON/~/ WWAB,NOSTAR 

COMPUTES THE BACKGROUND DENSITY IN NO OF IOTH.HAG 5TARS/AAC MINUTE 
ZDP=PTDIRC(31 

300 
350 

200 

100 

400 
450 
600 

60 

10 

20 

IF(ABSF(ZDP)-1.1 100~200~300 
PRINT 350rZDPtNUMSTR 
FoRMAT(39HERROR IN POINTING DIRECTION COORDINATES~El9.9oIlol 
RETURN 
cOTtiEC=o 
GO TO 60 
ZDT=GZ(NUMTRl 
PDT=PTDIRC(~)~GX(NUMSTPI+PTDIRC(~)~QY(NUMSTR)+PTDIRC(~)~GZ(NUMSTR) 
IF (ABSF (PDT)-1.1 600~400~40o 
PRINT ~~o~PDT~NUHSTR~~PTDIRC~I~~I=~~~~ 
FoRYATf35HERROR OR STAR AT POINTING DIREcTION~~rEl9.9~IlO(jE19.9) 
COTHEC=~ZDT~PDT~ZDP~~SORTF~~l.~ZDP~~2~~~l.~pDl**2~~ 
SIDLG=PTDIRC(31 
CODLG=SQRTF(l.rSIDLG**?l 
NN= (PHILIPHIS) a100 
NN=NN/2+*3 
ZN=NN 
HINT=(PHIL-PHISl/(ZN-1.1 
NII=NN-1 
5410 
;; ;O 112rN4.2 

I 
ARGU=(ZI-l.)*HINT*PHIS 
SIPHI=SINF(ARGUl 
FARG=COSF~ARGU)*SIDLG~SIPHI*COTHEC*coDLG 
CALL DENFN(FARGtFNV1 
;:=24:;;V”SIPHI 

s2=0* 
NZ=NN-e 
DO 20 1=3,N2t2 
YI.1 
ARGU=(YI-lr)*HINT+PHIS 
SIPHI=SINF(ARQUl 
FARG=COSF(ARGU)*SIDLG*SIPHI~COTHEC~coDLG 
CALL DENFNfFARGvFNVl 
55’52~~~“““““’ 

SI;H;S=SINF (PHIS) 
FARGS=cOSF~PHISl*SIDLG*SIPHIS~COTHEc.CODLB~ 
CALL DENFN(FARGSvFNVS1 
SIPHIL=SINF(PHILl 
FARGL=cOSF~PHIL~*SIDLG+SIPHIL~COTHEc*CODLB 
CALL DENFN(FARGL,FNVLl 
BKVAL=HINT*(FNVS”SIPHIS+S4+S2+FNVL,SIPHJLl/3. 
BKVAL=BKVAL~.9549296586 
RETURN 
END 
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SUBROUTINE DPTSCP( PRMAG) 
DIMENSION CLSLAT(2lJ 

lrDPTSAG~2lltCLBDS~2ll~ZLATO 
2~NOSTAR(l6oOO~;WMAG~l6oOo~~GX~l6oOo~,GY~l6OOO~~~Z~l6OOO~ 

COMMON DPTSAGvINDAGeCLBDS*ZLAT 
cOMM’ON/ 1/ GX 
COMMON/2/ GYvQz 
COMMON/J/ WMAG,NOsTAR 

C INDAG= STARTING INDEX OF LIST PRMAG~~AGNITUDE FOR NEW LIST 

37 

9 

12 
40 
lo 
70 

41 

2 

2 

500 

600 
70t-l 

000 

400 

Bn 

90 

3R 

39 

36 

TI=TIYEF(TTT) 
PRINT 37,INDAG,WMAG(INDAG)tNOSTARtINDAGl 
FORMAT(2XvZZHINITIAL INDEX AND MAGO 17wFB~2rlOX~THsTAR NO 110) 
DO 9 I=jrZl 
CLSLAT(I)=O 
IF (PRMAG-7.51 40r40,12 
PRMAG=7.5 
IF(wMAGfINDAG1.PRHAGl 10110,60 
SIGN-1 
INDAG=INDAG+l 
IFtINDAG-15174) 42*42*41 
INDAG=INDAG-1 
GO TO A0 
IF(WMAG(INDAGl-PRHAG) 50.50.41 
INDAG=INDAG-1 
IF(WMAGtINDAGl-PRMAG) @0180,50 
SIGN=1 
WMA010=EXPF~.92103403720*~10.-WMAG~INDAG111 
ABGZ=ABSF(GZ(INDAGll 
DO 500 K-1,10 
IFtCLBDs (Kl -ABGZl 500t600t600 
CONTINUE 
K=ll 
IF(CLBDs(ll-GZ(INDAG11 700tBOOtBOO 
LATC=K*lO 
CLSLAT(LATCl=CLSLAT(LATC)+SIGN*WMAGlO 
GO TO 400 
LATC=l2-K 
CLSLAT(LATCl=CLSLAT(LATCl+SIGN*WMAGlO 
LTEST=l 
IFtSIGN) 70,70*30 
SDINSP141252.961253 
no 90 I=2911 
FATRPT=2./((CLBDS(Il’CLBDstI-lbl*SDINSP 1 
MGM=I*ln 
DPTSAG~MGH~=FATRAT~CLSLAT~MGM~*DPTSAQ~MGM~ 
MGM=-1112 
OPTSAG (HGMl =FATRAT@CLSLAT (MOM) +DPTSAGIMGM~ 
DPTSAGfjl~=CLSLATIll~/fCLBDSII)*SDINSP~~DR~S4G~ll~ 
PRINT 3R,INDAG,WHAG(INDAGl~~NOSfAR(INDAGl 
FORMAT(2Xt23HTERMINAL INDEX AND MAGO IlrFB.2rlOXt7HSTAR NU 110) 
PRINT 39,DPTSAG 
FORMAT (EPO~lOl 
TT=TIYEF (TTT) 
TTTIME=TT-TI 
PRINT 36,TTTIME 
FORMAT(2Xt30HDPTSCP SU@ - TIME IN MIL SEC = E17.91 
RETURN 
END 
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10 

20 
30 

40 
so 
60 
70 

90 
80 

100 

ABZ=Pk t ZARhl 
1’0 I(1 P.=lrlO 
Tf fCL6nSfK)-Ani!) lflrZOv20 
COpiT I YLIF 
1(=11 
TF (cL6f?Sft) -ZAHC;) 30*4@140 
LPlf=K+l0 
GO 10 50 
I nTF=I2-K 
lf (I ATF-11 60,7016n 
TE (I.ATF-71 1 H(l.QOrHi1 
I.AlF=? 
611 TO Arl 
I ATF=Zll 
NLWPT 1 rLPTF-1 

xl2=2LnT IaJWTI 1 -ZLhT (NhP,TP 1 
X13=LLATfN’.J’lPTl 1 -ZL1\7 (NUnYT3 1 
XP3rZLAT f YUYPT? 1 -ZLPT (h’d1PT.7 1 
ti ] =]aqr;-7LAT ( WMPT 1 I 
xZ=Lct*G-ZLPT (UIIMPl? 1 - xyr7AQG-7LAT ( QlIYp I-4 1 
vnLllt=x2/x12*x3/x13~~~lSAG~~~l~PTl ) ,Xl/xl2*x3/r23*0PTSA6 (MJ’WTZ 

1) +x 1 /XI ~*xZ’/x?l*f~PTSu~ (+JUW’T~ ) 
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SUGI.‘O~-‘T~~IE DIQCOS 
IlTH=. 017453292520 
GAij=tiir(*f)TFi 
I’+.CR=DEC*Dl R 
rl?t c=CDF;F (IJECD) 
XT=tOSF (FAD)*ClWC: 
YT=SI YF (PAD)*CDEC 
7T=SI’JF(PECDl 
x P -*?0791169*XT 
Y = -.4cQ?124R*XT 
7 = -.Qh765307*XT 
HfT(IUU 
END 

(kA* DECI X1 Ye Z) 

l .Y7R1476WYT 
- .OQ760863oYT - .48294759@ZT 
- l lP357513,YT + .46947156*7T 

SCOPF 
15.77 lh.R? lH.f39 21.23 24.03 29.03 39.11 58.99 cll.39 121.13 146.21 

1 lF.b? RR.19 56.55 3R.42 2e.76 23.49 21.37 lh.n‘J lP.82 16.63 1179 
10. -10. 490 40 
90. -10. 20 461 

150. -10. 209 70 
190. -10. l?Y 102 
??I). -10. 74 176 
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-. 

3. Computation of Surface Integral pb(Bs) 

For integration purposes wb is assumed to be quadratic, i.e., 

v,(z) = Pl + p2z2. Also V,(G) = v,(z). 

The method used is to rotate the xyz system about the x-axis through 

an angle cy. This can be accomplished by the transformation 

X’ 1 0 0 X 

y’= 0 cos cy sin cy Y 

Z’ 0 -sin cy cos cy Z 

If we parametrically represent this surface by 

x'= r cos B r SLhB 
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then x= TCOS 8 

STELLAR BACKGROUND RADIATION 

t= TsrnB sin& t f- c0s.s 

Using this representation, we have 

where 
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The second integral is not quite so.easy. First, we determine 

where A - ITSine.sind.- Jr-,C;L COSA is positive. 

9 is the value of 8 which satisfies 

This integral can be broken up into several cases. 
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Case II: 
co5 rL cd-ryy LGs 7 QCJ 

In Case I 

Note that 
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Thus, in Case I 

,a) 
i=/ +(r,+rq+rs-iL) 
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= s.[r, -t~,+r,,+r~+r~-~~l 

where the I's are all evaluated at es. 

In Case II 

F(A) . Y- cirde 
L9 Es- 

drd8 + &de 
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Thus, for Case II 

Integrals 

For sin # w a 
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= & Q 
r 5 - Goss Xn -‘(seed. tGV)Qs) . 

I 
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STELLAR BACKGROUND RADIATION 

4. Background Tables and Coordinate Conversions 

Table 1 gives the total integrated starlight for stars of sixth magnitude 
9; 

and weaker. Photographic magnitude is used throughout. The entries are in 

terms of tenth magnitude stars per square degree. The coordinates are old 
9:9; 

galactic coordinates. A coordinate conversion graph follows the background 

table. 

The following indicates the relations between the celestial and galactic 

spheres. 

North Celestial Pole 

Galactic Equator 

North Galactic Pole 

Zero Galactic 
Right Ascension 

Celestial Equator 

Zero Celestial 
Right Ascension 

f< Megill, L. R. and F. E. Roach (1961). 

J& See Allen (1963), p. 17. 
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TABLE 1 

INTEGRATED STARLIGHT 

8' b1 00 \, 
00: 
010 
020 
030 
040 
050 

05 10 15 20 30 40 50 60 70 80 

060 
070 
080 
090 
100 

-i-E 
120 
130 
140 
150 

gg 62 54 55 51 40 28 22 19 17 16 
102 65 60 68 62 43 30 22 19 17 15 
117 74 68 81 72 45 30 22 19 16 15 
144 89 77 85 74 44 30 23 19 16 15 
171 106 82 78 66 42 30 22 18 16 15 
187 114 80 65 55 38 29 22 18 16 15 

174 106 70 53 45 34 27 22 18 16 15 
141 87 58 44 38 31 26 21 18 16 15 
106 65 47 39 35 29 25 21 18 16 15 

80 49 39 38 35 28 24 21 18 16 15 
66 41 35 38 36 28 24 21 18 16 15 

62 38 34 40 37 28 24 21 18 17 16 
68 42 37 41 38 28 23 20 18 17 16 
83 52 43 42 38 29 23 20 18 17 15 

102 69 52 43 37 29 23 19 17 16 15 
125 90 62 45 38 30 23 18 16 15 15 

160 140 107 72 49 41 31 22 18 16 15 14 
170 147 112 78 56 45 31 22 17 15 14 14 
180 147 105 80 64 51 32 22 17 15 14 14 
190 147 98 78 70 55 33 22 17 15 14 14 
200 159 97 76 71 56 33 23 18 16 15 15 

210 
220 
230 
240 
250 

260 
270 
280 
290 
300 

310 
320 
330 
340 
350 

189 106 78 66 53 33 23 19 17 16 15 
239 127 82 60 48 33 24 20 17 17 16 
290 152 89 54 43 32 25 20 18 17 16 
321 176 98 53 42 33 26 21 19 17 16 
323 191 109 58 45 35 28 22 19 17 15 

306 191 118 68 52 38 29 23 19 17 15 
282 182 124 82 61 40 30 24 19 16 15 
263 170 125 94 69 41 30 24 19 16 15 
254 158 120 96 70 40 29 24 20 17 15 
251 148 109 86 62 37 29 24 20 17 16 

235 134 94 70 52 34 27 23 20 17 16 
206 116 79 55 43 33 27 23 20 18 16 
167 94 65 45 38 32 26 22 20 18 16 
132 76 56 43 38 34 26 22 19 18 16 
Log 66 52 46 42 36 27 22 19 17 16 

T 
XL = galactic right ascension 

bI = galactic declination 
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TABLE 1 (cont.) 

4' b1 -02 -05 -10 -15 -20 -30 -40 -50 -60 -70 -80 

000 111 95 81 77 65 42 31 25 21 19 18 
010 114 95 79 70 56 38 29 24 21 19 18 
020 129 106 83 67 50 34 27 24 21 20 18 
030 154 122 91 68 47 32 26 23 21 20 19 
040 179 136 99 72 48 32 25 21 20 20 18 
050 190 140 102 76 52 33 25 20 19 19 18 

060 177 131 98 79 58 36 25 20 18 19 18 
070 147 113 90 79 62 39 26 19 18 18 18 
080 115 95 80 74 60 40 27 19 17 17 17 
090 91 80 70 66 54 38 27 20 17 16 17 
100 

110 
120 
130 
140 
150 

160 
170 
180 
190 
200 

210 
220 
230 
240 
250 

260 
270 
280 
290 
300 

310 
320 
330 
340 
350 

76 70 62 55 45 34 26 20 17 16 17 

72 64 55 46 36 30 25 20 17 16 17 
76 63 50 39 30 26 23 20 18 16 17 
86 63 46 35 27 24 22 20 18 17 17 
99 65 44 35 27 23 21 19 18 17 17 

111 67 44 36 30 25 22 19 18 17 17 

122 71 46 41 36 28 23 19 18 17 17 
130 80 54 50 44 32 25 20 18 17 17 
127 92 66 62 55 37 27 21 18 17 17 
148 113 85 76 64 40 29 22 18 17 17 
168 139 110 91 68 42 29 23 19 17 17 

206 169 131 gg 67 41 29 23 19 18 18 
255 197 144 101. 63 38 28 22 19 18 18 
303 214 142 94 57 35 26 21 20 19 18 
323 208 128 83 52 33 25 21 20 I.9 18 
308 187 108 73 48 32 25 21 20 19 18 

281 168 94 66 45 31 25 22 21 19 18 
259 161 91 65 44 32 27 24 21 19 18 
251 168 100 69 46 33 28 25 22 19 18 
253 186 119 79 49 34 30 27 22 19 18 
258 203 141 92 56 37 32 27 22 19 18 

251 205 153 104 63 40 33 27 22 19 18 
228 186 148 110 72 43 33 27 21 19 18 
185 155 129 108 78 46 33 26 2L 18 18 
147 124 108 gg 79 47 33 25 20 18 18 
122 104 91 87 73 46 32 25 20 19 18 

,I = galactic right ascension 

b1 = galactic declination 
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TRANSFORMATION FROM CELESTIAL COORDINATES TO OLD GALACTIC COORDINATES 
90 

i I I I I I I I 
60 

I !lJ jzol 1 II 1 ( 1 ijlw 
,-;-\-_- ------- m 

70 

60 

60 

40 

30 

20 

IO 

0 

-10 

-20 

-30 

-40 

-50 

-60 

-70 

--loo 120 140 160 160 200 220 240 260 260 300 320 340 0 20 40 60 60 100 

CELESTIAL RIGHT ASCENSION ----GALACTIC RIGHT ASCENSION 
-GALACTIC DECLINATION 
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F. Statistical Model for Spatial Noise 

In this subsection, F, we describe a statistical model of the weak star 

background for the third operating situation. The weak stars are closely 

spaced in time, and their detections are statistically dependent. In the 

next subsection, G, we evaluate the spatial noise power, and describe the 

characteristics of two typical filters. 

A weak star background is used in the following discussion; the very 

weak stars are not combined to form a homogeneous component. The weak star 

images are assumed to be randomly distributed across the reticle with a homo- 

geneous, two-dimensional Poisson distribution. The gross variation in star 

density between the galactic pole and equator can be neglected in the following. 

Hence, the times at which weak stars enter the slit form a stationary Poisson 

process. Let v denote the average rate of star transits, and tl, t2, t3, . . . 

denote the times when weak stars are in the center of the slit. Let Ij(h) M 

be the amount of radiation from the j th star in the wavelength interval 

(h, h + Ah) entering a unit area of the optical aperture. Assume Ij(h) is 

expressed in photons per second. The variation of Ij(h) between successive 

stars, and the rate v, depend on the region of the sky one is scanning. 

The optical system produces an aberrated image. Assume it is Gaussian 

in shape; i.e., the radiation per unit area on the reticle is given by 

in the wavelength interval (1, h + Ah), where A is the aperture area, where 

T(h) is the transmittance of the optical system for wavelength h, and where 

o defines the optical resolution. 
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1. Radiation Passed Slit 

Let Ts be the time required for a star to cross the slit. The radiation 

passing the slit at time t from the j th star is AT(A) Ij(A) G(t - 
5) '* in the 

wavelength interval (1, h + Ah), where 

With the star centered in the slit, eighty percent of the star radiation passes 

the slit when Ts/2 = 1.28o. It follows that the total background radiation 

passing the slit at time T is 

in the wavelength interval (1, h + Ah). The constant term I,(h) is introduced 

for generality. One may make observations from the earth's surface; in which 

case I, (h) is the airglow radiation. Also if one is scanning near the ecliptic, 

I,(A) can include zodiacal radiation. In general I, (h) will depend on the 

optical aperture and field of view. 

2. Filter Output 

The radiation Ib(t, h) on the photocathode produces electron emissions. 

These emissions form a non-stationary Poisson process with an instantaneous 

emission rate of 
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where Q(h) is the quantum efficiency at wavelength h. 
Jr 

Substituting 

for Ib(t,h) the rate b.ecomes 

3; 3; 
where Ij and I, are the effective intensities. 

IJy = J*TA) T;(2) Q(3) dA 

1: =J’m) r,h)Q(Uda 0 
Let ~1, 7-2, . ..Tk denote the times at which emissions occur. 

Corresponding to the k-th emission one obtains a pulse at the output of 

the photomultiplier akp(t-Tk), where 

p(t) = 0 for td0 

and 
00 

/ 

I p(t) dt =I, 
0 

The pulse amplitude ak varies between pulses since the electron multiplication 

is random. 

Assume the filter has an impulse response w(t), with w(t) = 0 for 

For the intensity and spectral characteristics of stellar radiation, 
these assumptions are physically reasonable. The characteristics of 
photo-electric emissions are discussed by L. Mandel (1958) pp. 1037- 
1047 and (1959), pp. 233-243. 
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t < 0. Then the output of the filter is 

where the r k 's form a non-stationary Poisson process with an instantaneous 

rate p(t). The photomultiplier dark current will be omitted in the following 

discussion since the objective is to describe stellar background noise. The 

dark current is simply additive since the filter in linear. 
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G. Spatial Noise Power 

At time t the uncertainty in X(t) results from photon noise. The instan- 

taneous "dc level" is expected value X(t): viz.,* 

G) = X rp(Ta) j;(&-"'i‘?) \FJ(T')dT'dTn 
-M --M 

The uncertainty in X(t) about X(t) corresponds to the photon noise. The 

variance of X(t) is the power in the photon noise at time t, call it 

3: In the following discussion extensive use is made of relationships 
developed for Poisson processes by E. Parzen (1962), Chapter 4. 

III-67 



STELLAR BACKGROUND RADIATION 

Since Ppn(t) changes with time, X(t) is not stationary, even in the wide 

sense; It is natural to measure the photon noise power by the time 

average of Ppn(t): viz., 

In practical cases, the above limit converges in mean square to the 

expected value of Ppn(t) with respect to the ensemble generated by the 
* 

tj's and I. ‘s. J 
Hence 

To obtain this result one must use the identity 

Note that VT, is the expected number of stars in the slit. The double 

integral in <Ppn(t)> can be written in a simpler form; 

3 

2 

,&‘b+,,,h’) Jr’ d-r” = 
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where@(f) and W(f) are the Fourier transforms of p(t) and w(t). In 

cases of interest, the band width of the filter determiles tha value of 

this integral since the band width corresponding to/@(f)1 is much greater. 

The spatial noise is the variation of x0 as a function of time. 

The dc component of the spatial noise is simply the time average of 

X (t) : viz., 

In practical cases, the above limit converges in mean square to the 

expected value of X(t) with respect to the ensemble generated by the 
9; 

Tj'S and Ij ‘s. Hence 

The ac component of the/spatial noise is the variation of X(t) about 

the dc level (X0). The power in ac component is therefore 

<cxw <m)p) = 
1' IT- If-n 

r( T+- z7- -T x(t) - <xct)>)" dt . 
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As before, the limit converges in mean square to the ensemble a.Jerage 

which is the variance of x(t> . Therefore, 

Where&(f) is the Fourier transform of G(t). 

The average power in the filter output is defined as the tin> 

average of X'(t). Applying the ergodic theoxem, one can show that the 

average power <X2(t)> is equal to the sum of the average power in the 

photon noise and the power in the spatial noise, i.e., 
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The first term corresponds to the photon noise. The second term corresponds 

to the ac component of the spatial noise. It is the only term that is 

dependent on the optical resolution. The third term corresponds to the 

dc component of the spatial noise. Note that the integrand 1~tr)\21wcr~12 
corresponds to the power spectrum of the photon noise, and the integrand 

l~tf~~21,~f)\21~(f)12 corresponds to the power spectrum of the 

spatial noise. 

One can evaluate the Fourier transform srcr) explicitly. In 

C.3, IMfl12 is shown to be 

Also, in cases of interest IQ(fH is constant relative to 

and \w/tf)\ . Neglecting &*, one can now rewrite the average power as 
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The power in the spatial noise is monotone increasing function of optical 

resolution. To illustrate the relative magnitude of various noise 

components, the terms in the brackets will be evaluated for typical 

systems. 

-2 The ratio 01 
/ cy1 depends on the photomultiplier; a nominal 

* 
value is 213. 

- /- 
The intensity ratio I* 

be evaluated directly using 

Z inme rman. +d Assume one is 

magnitudes M, and smaller. 

magnitudes greater than h. 

L 

/ 
I Jr and the average intensity 1" VT, can 

previous results developed by Farrell and 

interested in stars with photographic 

Then the background consists of stars with 

In the following discussion a mean galactic 

background is used. One can show that 

T I 5 3,qs %logT-- Q, I- 4t.173 M, + 3.53) 7 I I- $6 173/v, - I. SO) 

where T, is the nominal optical transmittance and Q0 is the nominal 

quantum efficiency, with the aperture area expressed in square inches. 

This ratio is graphed in Figure 15with T, = .5 and Q, = .l. The average 

J- 
intensity I" VT, is 

where A' is the slit area in square degrees, with the aperture 

9: R. F. Tusting, Q. Z. Kerms, H. K. Knudsen, (1962), pp. 118-123. 

*Jr E. J. Farrell and C. D. Zimmerman, (1965), Appendix B. 
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FIGURE 15: INTENSITY RATIO AND AVERAGE INTENSITY 
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area expressed in square inches. This expression is graphed in Figure15 

with T, = .5, A' = 1, and B= .l. 

There are several possible filters that can be used. In the following 

sections, two filters will bz considered in detail. The first is a 

simple low-pass filter, with an exponential impulse response. The 

second is a matched filter. 

1. Spatial Noise With a Simple Low Pass Filter 

Assume the filter has an exponential implllse response: 

where -rc is the time constant. The transfer function is 

Further L > the integral of w2(t) and the square of the integral of w(t) can 

be evaluated directly. Namely 

00 

f 
w2(t) dt = w: x / 2 

‘-00 
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_ 

The expression for average power <X2(t)> reduces to 

Note that the second term is the ratio of the spatial noise power to the 

photon noise power. The integral in the second term of <x'(t)} can not 

be evaluated in closed form. It can be rewritten as 

which only depends on the ratio of image diameter to slit width, and 

the ratio of the star transit time to the filter time constant. The 

image diameter is defined as the slit width that passes eighty percent of 

the image radiation. The diameter D equals 2.56 O-, The following function 

is graphed in Figures 16 and 17. 
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where cy corresponds to Ts/rc and B corresponds to D/T,. 

The "efficiency" of the filter can be measured by the ratio of rms 

output ripple to dc level. This ratio is 

To illustrate the effect of increasing the time constant ~c, the ripple 

ratio is evaluated for a particular system using different time constants. 

Assume $ dzis 213; I aperture area A is 20 square inches; limiting 

magnitude M, is 3; transit time T, is 5.6x10 -5 seconds; th.2 image 

diameter is equal to the slit width; slit area is .7 square degrees; 

optical efficiency is .5; quantum efficiency is .l. The ratio of rms 

ripple to dc level is graphed in Figure 18. Note that the star signal 

will be significantly distorted when the time constant is greater than 

the star transit time T,. 
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2. Spatial Noise With a Matched Filter 

The signal from a bright star is described by G(t). Hence a matched 

filter is one which has an impulse response proportional G(t). In many cases 

of interest, G(t) can be approximated by a Gaussian density. In addition, 

it is mathematically convenient to use a Gaussian density for the impulse 

response. Set 

where w, and r 
C 

are the filter parameters. The transfer function is 

The integral of w2(t) and the square of the integral of w(t) can be evaluated 

directly. Namely, 

J -00 

The integral ial noise can also 

be evaluated, 

involved in the ac component of the spat 

namely, 
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Hence, the noise power is 

<jfM> = (F a"Ar*dT5x w2 0 
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To illustrate the effect of increasing the time constant rc, the 

ripple ratio E is evaluated with the specific set of system parameters 

used above, for different time constant values 7c. The ratio is graphed 

in Figure 6. The ripple is smaller with the matched filter since it 

has a smaller band width for the same time constant. 

3. Special Derivations 

TheFouriertransform of G(t) is 

Substituting for G(t) and integrating by parts, one obtains 

a - J @( -a 
$ -3) coshft) dt 

20- 
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With a linear change of variables and application of the trigonometric 

identity for the sum of two angles, one obtains 

- & Sin (TJT,) f?(X) cos(2-rrfc x, dX - 
-gu 

I 
-2m-fO)2 

-- - sin (vfT,‘J e 

T-F 

This is the required result. 
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IV. INFORMATION CONTENT OF PHOTOELECTRIC STAR IMAGES 

Celestial navigation sensors and certain types of astronomical techniques 

use photoelectric imaging of star fields. In particular, navigation sensors 

use image tubes or special phototubes, others use moving slits with a simple 

photomultiplier. 9; Astronomical techniques using image orthicons and image 

converters are currently being developed, as described by Hiltner (1960). In 

these applications, stars must be detected against a noise background. In 

most applications, one must also accurately locate the star image in the 

field of view and estimate its intensity. 

The sensor introduces randomness at three different points in the image 

sensing, see Figure 1. The phototube has internal noise that limits its infor- 

mation capacity and detecting ability. 
9: J: 

The scanning process also has certain 
;'; J;$; 

intrinsic limitations. Third, the photon noise, optical aberrations, and 

;‘; Lillestrand and Carroll (1961) and Kenimer and Walsh (1964). 

9.$< Jones (1960 a, b) 

2*+: Beall (1964) and Farrell and Zirranerman (1965). 
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stellar background limit the information one can extract from the photo- 

electric star image. This third source of randomness is the primary concern 

in the following discussion. The basic problem can be stated as follows. 

Starlight is focused on a photoemissive surface to form an aberrated image. 

For a fixed exposure time one obtains a charge distribution. The distri- 

bution is different for each exposure because of the quantum nature of the 

emissions. In addition, the stellar background produces an overall charge. 

The basic problem is to detect the presence of a star and estimate its 

position and intensity. The objective of this section is to determine the 

detectability of such two dimensional photoelectric images, and to determine 

the limiting accuracy of position and intensity estimation. These limits 

represent the "information content" of the image and describe the ultimate 

capability of any sensor, independent of the phototube and scanning method. 

Detection and resolution limits have been discussed previously by Helstrom 

(1964) . Most of his results on detection are derived for a signal-to- 

noise ratio much less than one. This is not the case in most stellar appli- 

cations. Also, he assumes the observation interval is sufficiently long to 

obtain a large number of emissions. In stellar applications of interest, 

one does not have a large number of counts. In the following discussion, 

both large and small signal-to-noise ratios are considered; and the average 

number of counts is not restricted. Helstrom briefly describes accuracy 

limits of parameter estimation for a large signal-to-noise ratio. In the 

following discussion of estimation, the signal-to-noise ratio is not restricted. 
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Preliminary results on the information content of quantized random 

surfaces have been developed by Swerling (1962). His objective is to determine 

the number of bits required to describe a random surface. Extending this 

analysis, one could obtain a second bound on the limiting accuracy of position 

and intensity estimation. 

The basic statistical models used in this section are presented in 

Subsection A. Detectability is discussed in Subsection B; the accuracy limits 

of estimation are developed in Subsection C. A numerical example is given in 

Subsection D. The results are developed with star images in mind; nevertheless, 

several of the basic results can be applied to general images and background. 
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A. Radiation Model 

Before discussing the information content of photoelectric images, it is 

necessary to select a statistical model for the radiation. Let V denote the 

region in the focal plane corresponding to the field of view, see Figure 2. 

Consider a particular star image in the field of view, with coordinates 

(x,, Y,)* Let hs denote the intensity of the star radiation entering the 

optical system. The intensity h 
S 

is expressed in photons per second (relative 

to the frequency at which the sensor has peak sensitivity). The star image 

can be described by an energy density function Gs(x, y): vix., the energy 

falling in the small rectangle (x, x + Ax) (y, y + Ay) for a period T is 

where s, is the optical efficiency. 

The density Gs(x, y) is normalized so that 

V 
Hence, Gs describes the optical aberrations. 

The "background" is all radiation entering the optical system that does 

not emanate from the star being considered. In most cases, the background 

consists of "randomly positioned" stars which are much weaker than the star 

being considered. Let hb denote the intensity of the background radiation 

entering the optical system. The intensity hb is expressed in photons per 

second (relative to the frequency at which the sensor has its peak sensitivity). 

The background image can be described by an energy density function 
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~__ ..-. 

Gb(x, y): viz., the .energy falling-in a small rectangle (x, x -t Ax) 

(y, y + Ay) for a period T is 

The density Gb(x, y) is normalized so that 

G&x,y) dx a, = ’ 
v 

A photoemissive surface is placed at the focal plane. Let s be the 
q 

J- 
quantum efficiency, i.e., number of electrons emitted per incident photon. 

The statistical model of the photoelectric 

is defined by the following assumptions: 

(i) the number of photoelectric 

emissions over the field of view 

emissions from disjoint regions 

are statistically independent 

(ii) the number of photoelectric emissions in T seconds from a 
;;+< 

region R is a Poisson random variable with mean 

f: In practice, the overall efficiency so E must be corrected for spectral 
characteristics of the optical system, t8e spectral response of the 
sensor, and the stellar spectrum. 

-1.-L 
I \  , .  For the intensity and spectral characteristics of stellar radiation, 

these assumptions are physically reasonable. The characteristics of 
photo-electric emissions are discussed by L. Mandel (1958, 1959). 
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The mean number of photoelectric emissions over the entire field of view is 

for a period of T seconds. 

To determine the "information content" of the star image, assume the 

.position of each photoelectric emission can be measured. Let N denote the 

number of emissions in the period (0, T); and let (Xl, Yl), (X2, Y2)--- 

denote the positions of the first, second, --- photoemission in period 

(0, T). See Figure 2. One can determine the joint probability density 

function of (X 
1' 

Yl)---(XN, YN) conditional on obtaining N photoemissions. 

Consider the "small" rectangles defined by 

5 ; (Xl, x1 + Ax,) (Y 3 y1 + AY$ 
1 

r2 ; (3, x2 + ax,> (Y,, Y2 + AY2) 
. 

. 

rN ; (XN> xN + bN> (Y,, yN + AyN> - 

Let P denote probability of obtaining N photoemissions, and let p denote 
N j 

the probability of obtaining one photoemission in T . 
.i 

Let p0 be the prob- 

ability of obtaining no emissions outside of the N rectangles. 

Then 
I N TIP 

N! j=O j 

is the probability of obtaining exactly N photoemissions with the j 
th 
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emission in r j during the period (0, T). Hence, the joint density function 

of (X 
1' yl) 

---(x y ) conditional on obtaining N photoemissions is 
N N 

l im 

AX +O h 
hYk--O 

-P. 
Further, p = k. e J where 

j J 

-N 
and P 

N 
=(Zo)Ne . 

NI 

Then 
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the joint density of (x , y )'s is 
i i 

Note that the density is independent of the duration of the observation. 

The position coordinates can be interpreted as N independent, identically 

random variables with a density function 

th 
Also the distribution of the i emission and the number of emissions N 

are independent random variables, provided N >/ i. 

For a given "image" (x 
1 , Y,), (x2, Y,>, . . . (x,, ~~1, one must decide 

whether or not a star is present; and if a star is present, estimate its 

position (x,, y,) and intensity hs. The background intensity hb Gb(x, y) 

is assumed to be known near the star image. In most cases of interest 

hb Gb(x, y) is small compared to h . 
S 

Also Gb(x, y) is assumed to be rela- 

tively constant near the star image. Using these assumptions, detectability 

is discussed in the next section. 
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B. DetectabiJ.ity 

Detectability of signals in noise has been studied extensively for 

simple time dependent signals, such as radar returns. These problems are 

essentially one dimensional. On the other hand, detection of star images 

in a noise background is essentially a two dimensional problem. Spatial 

filters can be used to detect two dimensional images similar to the way in 

which tempera1 filters are used to detect one dimensional signals. Lugt (1964) 

describes a technique for image detection which is intrinsically two- 

dimensional. A spatial filter is used that maximizes the output signal- 

to-noise ratio. Montgomery and Broome (1962) have used a similar technique based 

on sampling data from the image. In particular, the image is sampled at 

regular intervals over the field of view. If the spacing of the sampling 

points is comparable to the optical resolution, the image is accurately 

represented by the sampled values; detection is based on the sampled values. 

These two detection techniques are developed with bright images in mind. 

The following results are based on individual photoelectric emissions, and 

thus represent the detection limits for strong as well as weak stars. To 

determine the detectability of a star image the position and intensity of 

the star are assumed to be known (when the star is present), say (x,, y,) 

and h 
1' 

Later this restriction is removed. 
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Detection is basically a statistical problem of testing the hypothesis 

that As = 0 as opposed to As = Al. There are two types of errors: Type I-- 

a star is "detected" when no star is present, Type II--a star is not detected 

when a star is present. In practice, most false star detections can be 

eliminated by comparison to stored star charts. On the other hand, if a 

star is missed, the system accuracy is reduced; and it may be impossible 

to obtain the required results. Hence, the goal is to select a detection 

method that minimizes the probability of a Type II error for a fixed prob- 

ability of a Type I error. 

The optimum detection method is based on the likelihood ratio test 

statistic 3, which is a function of (xl, y,), (x 2' Y,),. . . , (x , YNC 
N 

If 3 is larger than a specified constant C 
P' 

a star is said to be present. 

If 3 is less than C , no star is detected. The constant C is selected 
P P 

so that the probability of a Type I error is P. The probability of a Type II 

error is then minimized; a proof is given in subsection IV.E.~. The likelihood 

ratio is 

;‘: Likelihood detection techniques are discussed in detail by L. A. Wainstein 
and V. D. Zubakov (1962), Chapter 5. 
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The corresponding test statistic is 

Note that 3 is independent of the observation duration T, the optical 

efficiency 8, and the quantum efficiency e . A test based on inJ is 
4 

equivalent to a test based onJ . Namely, a star is present if In3 is 

greater than f~ c, . In this section we will discuss the test based on 

3'= In3 , with III C, = C; . It is interesting to note that the 

test statistic J' can be expressed in terms of a spatial filter 

where 6(x, y) is the Dirac delta function. The impulse response of the 

spatial filter is 

To determine the threshold Cp and the probability of a Type II error, 

it is necessary to use the distribution function of 3' . In general, one 

can not determine the distribution function of 3' explicitly. On the other 

hand, the characteristic function of 3' can be evaluated. In subsection IV.E.2, 
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we show that the logarithm of the characteristic function of 3' is 
f: 

where h = h, or 0. The mean and variance of J'are 

This characteristic function is very similar to the characteristic 
function of a non-stationary temporial Poisson process. See E. Parzen 
(1962), p. 156. 
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One can approximate the distribution of 3' by a garmna distribution with 

the same mean and variance, and then determine C' and the probability of 
P 

a Type II error. In some applications, E is relatively small so the central 

limit theorem does not apply to the sum 3' , particularly when no star is 

present. Also 3' is strictly positive. Hence, a gamma distribution is a 

better approximation to the distribution of g/than a normal distribution, 

in general. In some cases, a normal approximation is reasonable, and it 

may simplify the calculations. The probability that 3'> C6 , when a star 

is present, is a measure of the detectability of a star image. Note that 

the above results can be applied to an arbitrary image and background since 

G, and Gb are general intensity functions. 

The test statistic 3' can be simplified. For data points (x., yj) with 
J 

the corresponding term in 3' is essentially zero. In general, the star 

image is localized to a small region about (x,,, y,), and the background 

intensity G 
b 

(x, y) is slowly changing over the field of view. Hence, only 

data points near (x,, y,) effect the value of 3' . (A quantitative measure 

of nearness will be given below.) Further, G (x., y ) can be assumed to be 
bJ j 

constant in the region near (x,,, yO). With these assumptions the test 

statistic reduces to 

J’= I 
I 
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where N' is the number of data points near (x, , y,) and Gb = Gb(xO, y,). This 

detection technique is similar to the technique described by Montgomery, 

in that detection is based on localized data points. 

In the remainder of this section, Gs(x, y) is assumed to be a Gaussian 
;r,- 

density function with zero mean and a covariance matrix 

2 
The ellipse R < 1 contains forty per cent of the star radiation. It is 

convenient to define the signal-to-noise ratio 

which is the ratio of the total star radiation to the background radiation 

in the ellipse R2 5 1 centered at (x,, y,). With these assumptions the 

9; In practice the shape of the star image is not Gaussian. The character- 
istics of the image change across the field of view, and from one lens 
to another. A Gaussian model has the advantage of being functionally 
simple, and yet having three shape parameters o 

X’ “ya P- 
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test statistic becomes I 
322 

i=r 
Ih r, 

[ -2 
- Q;/fz e +1 1 (1) 

where R. is the value of R at (x 
j 

, y 
J 

Further, one can now easily evaluate the moments of 3' and then the 
2 

approximate distribution of 3' , see IV.E.2. The mean of 3' becomes 

when hs # 0 and 

whenh =O. 
s 

The functions F (r ) 
1 I. 

and F2(r1) are 

These functions are graphed in Figure 3. 
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Similarly, the variance of 2' becomes 

when hs + 0 and 

whenA =O. 
S 

The functions F3(rl) and F4(r1) are 

These functions are graphed in Figure 3. Note for r, >, 10 , the variance 

- h$&+l)] t2 

c2 I 

of 3 / 
is greater than its mean; a normal distribution is not reasonable. 

The three basic parameters in E 3' and Vqr 3J are the expected number of 

emissionsfor the observed star 6,Go1T As , the expected number of 

emissionsfor a target star UqT2, 3 the expected number of emissions 
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from the background in the ellipse R2 ( 1, 77' AbGb \z 1 ‘12 . 

/ 
With the mean and variance, the distribution of 3 can be approximated 

with a gamma distribution; the density function is 

where 
a= 

E7/ 
’ Vorr 7’ 

(3 = (E3’)‘/v,, 2’. 

Using this approximation, one can evaluate C and the probability of detect- 
P 

ing a star with intensity h . 
1 

The probability of detection measures the 

detectability of the star. In addition, one can determine the probability 

of detecting an arbitrary star when the test is set for a star with intensity 

hl* This measures one's ability to discriminate against weak stars. 

When the signal-to-noise ratio r is large or small, one can obtain 

special approximations to 3' . In most stellar applications r is large. 

In the following paragraphs, these approximations are developed. 

1. Large Signal-To-Noise Ratio 

To illustrate the relative significance of stellar and background 

radiation, an example will be presented using a typical set of system para- 

meters. The average integrated starlight on the galactic equator is 184 
f; 

tenth magnitude (photographic) stars per square degree. The star being 

;r; This data is from C. W. Allen (1963) p. 235. 
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observed is at the equator. Assume the area of the star image is one square 

minute of arc, i.e., IT 1zl"2=1 - Then the test statistic (1) becomes 

N’ 
J’ r 

1 c 
j=i 

In ~,*1)*,*y92’M -Ra2 + ,] 
(2) 

where M is the photographic magnitude of the star observed. Data points with 

are not "near" (x,, y,) and can be neglected. This inequality defines the 

elliptical region of interest; its "radius" is R'= 2,~~1.84~ , which is 

graphed in Figure 4. When R is small, the second term in In [***] 
j 

of (2) 

can be neglected. If most of the star data points occur near (x,, yO), the 

test statistic becomes 

3% (3) 

For data points with 

the second term in (2) can be neglected. This inequality defines an elliptical 
/I 

region of approximation with "radius" R = 43.8 - J.84 h/l 

IV-21 



NORMALIZED RADIUS 

0 N w 0 

FRACTION OF STAR RADIATION IN ELLIPSE RSRO 



INFORMATION CONTENT 

This "radius" is graphed in Figure 4. For example, if one wished to detect 

a fourth magnitude star and o;(=r~ I 
t=3'n minutes of arc, data points more 

than 2.8 minutes of arc from the star image do not influence the probability 

of detection. Further, if one only considers data points 1.4 minutes of arc 

from (x,,, yO), then the simple test statistic (3) may be used. This includes 

95 per cent of the star data points, see Figure 4. 

From the preceding discussion, one concludes that a detection technique 

based on statistic (3) is reasonable, and optimum in many cases of interest. 

In the following paragraphs, a detection technique based on (3) will be 

considered in detail: namely, 

If J = 2N’ In b-,/2> - g R: > c, 
j=l ' 

(4) 

a star is present. Only data points with R < R,, are considered; - - 
J 

N' is the number of these data points. 

The "radius" &, is selected so that the fraction f of star radiation in the 

ellipse R < R, is near unity (.9 or .95); the fraction f is included in 

Figure 4. 

The constant C is selected so that the probability of a Type I error is P. 
P 

This detection technique will "detect" a star when many closely spaced emis- 

sions areobserved. 

The detection technique (4) has a simple implementation in terms of a 

spatial filter. The spatial impulse response is 
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where 

R2k,\,) = -!- 
l+g2 

Since \ was selected SO that the first term in I,[---] of (1) is greater 

than unity, h(x, y) ) 0. 

2. Small Signal-To-Noise Ratio 

If rl is small, say less than one-fifth, statistic (1) can be approxi- 

mated by 

The corresponding impulse response function is 

hlx,,) = 
+ f- @kY)/Z 

\?(x,~) L, R, 
0 other w is e 

This is essentially a matched filter since the impulse response h(x, y) and 

signal Gs(x - x,, y - y,) are proportional. 
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It is interesting to compare the impulse response functions for dif- 

ferent signal-to-noise ratios. Assume h(x, y) is normalized so that 

h(x,, Y,) = 1. The function value h is graphed in Figure 5 for different 

values of r 
1' 

as a function of R. Forr >lO, 
l- 

(5) is graphed. When r 
1 

is large, the detection technique is primarily dependent on the number of 

emissions for which R ( R,. In other words, the optimum detection technique 

is based on the light intensity in an elliptical region about (x,,, y,). 

When r 1 
is small, the decision also depends on the spatial distribution of 

the emissions. 

3. Remarks 

In practice the star position(x,, y,,) is unknown, and the detection 

techniques must be modified. In particular, the likelihood ratio test 

statistic becomes 

A star is present if J* > Ci , where C* is determined by the proba- 
P 

bility of a Type I error. In many cases of interest, g 
-Y 

reduces to 

Only data points with Rj 5 % are considered; N' is the number of these 
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data points. When the signal-to-noise ratio r is large, the optimum 
1 

detection technique is to scan the field of view with an elliptical region 

CR 5 %I> and base detection on the peak radiation in this scanning region. 

When the signal-to-noise.ratio r is low, 
1 

the optimum detection technique 

is to scan the field of view with the spatial filter (5), and base detec- 

tion on the peak output from the filter. 

The value of (x,, y,) that maximizes 2' is the maximum likelihood 

estimates of (x,, y,). Hence, the preceding detection technique yields 

an estimate of the position of the star image. After detecting a star and 

estimating its position, one can estimate its intensity. The maximum likeli- 

hood estimate of h is 
S 

where N' is the number of points for which R. ( R,. 
J 

The mean of h, is 

As; the variance of is is 

In the following section, lower bounds are derived for the variance of 

position and intensity estimates; these bounds represent the ultimate 

capability of any sensor. 

The stellar background has effectively a homogeneous component and 

a granular component. The homogeneous component results from weak stars 
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that are closely spaced; this component changes slowly across the field 

of view. The granular component results from stars slightly below the 

brightness level of interest, h . 
1 

In the preceding paragraphs, we were 

primarily interested in detection techniques to discriminate between the 

homogeneous background and star images. To discriminate against the granular 

background, one must combine detection and intensity estimation. In parti- 

cular, when a star is detected, its intensity is estimated. If the intensity 

estimate is not large enough, the detection is ignored. 
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C. -. Accuracy Limits for Position and Intensity Measurements 

In this section, the ultimate capability of sensors to estimate the 

position and intensity of a star image is derived. In particular, lower 

bounds are derived for the variance of position and intensity estimates 

using a Cramer-Rao bound. These bounds are independent of the estimation 

technique, and thus represent the ultimate capability or "information limit?' 

of the sensor. 
* 

Assume there is one star image in the field of view. Let (4, y. > ad 

is be estimates of the position (x,,, y,) and intensity hs of the star image 

based on the observed values (xl, yl) . . . (xN, y,). Assume the mean value 

of the estimates are (x0, y,) and h 
S’ 

respectively. The variability of the 

estimates can be measured in several ways. The variability of h, will be 

measured by its variance, Var (is). 
A A 

The variability of (x,, y,) will be 

measured by its generalized variance 

A h A 

where p is the correlation between x, and y,,. The generalized variance S 
A A 

measures the joint variability of x, and yO. It increases with Var k and 

9; Cramer, H. (1958), p. 477. Also, Swerling (1964) has obtained similar 
results for waveform parameter estimation. 
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Var io, and decreases with 1 i I. Further S is invariant under orthogonal 

transformations of (k, jO). 

The generalized variance S has an interesting geometrical interpretation. 

Let s be the covariance matrix of (& ,jO). Notethat 1% 1 =S. The area 

of the ellipse defined by 

Further, the probability that (2, ,q,)c Ec 

5s p(x:dc) , when 6, , Go > are normally distributed. In the 

following paragraphs a lower bound is derived for S which is independent of 

the estimators i, 
h 

and yO. Hence, the confidence ellipse EC has a minimum 

area, at a fixed level, In other words, one can change the variance 

of the estimators by using different techniques, but the generalized variance 

will always be greater than a specified constant. 

First consider the variability of is. In subsection IV.E.3 a lower bound is 

derived for the variance, namely, 

where 
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Next assume Gs(x, y) is a Gaussian density function with mean zero and a 

covariance matrix 

Since the integrand in (6) is zero except in a small region near the origin, 

Gb(x, y) is assumed to be constant. Let Gb = Gb(O, 0). Then the value of 

the integral only depends on the signal-to-noise ratio 

Let Hi(r) denote the value of the integral; Hi(r) is graphed in Figure 6. 

Then 

Next, consider the variability of (<, Go). In subsection IV.E.3 a lower 

bound is derived for the generalized variance S, namely, 

S >/ (B,B, -a:,)-’ 

where 
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where 

Assume Cs(x, y) is a Gaussian density function with mean zero and a 

covariance matrix 

z = [zyr :y 

Then 
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The integral in (7) reduces to 

The integral in (8) reduces to 

The integral in (9) reduces to 
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Since the integrands of (lo), (ll), and (12) are zero except in a small 

region near the origin, Gb(x, y) is assumed to be constant. Let 

Gb = Gb(O, 0). 

To evaluate (10) it is convenient to transform the coordinates and 

diagonalize the quadratic form in Gs(x, y). Let 

x = u cos 0 - v sin 8 03) 

y = u 5in Q + V ~0s 8 

with e- 0 when p = 0 

8 = ~~14 when p # 0 and o = o 
x v 

8 = l/2 Arctan 

whenpfoando #o. See Figure 7. Then 
X Y 
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where 

Hence 

where 

H,W = 2 expkxz-y2) 

27-r e%p(-x2/2 - y’/z) + wr 
dx dy a 
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The function H2(r) is graphed in Figure 6. Similarly, one can show that 

Next, consider the integral in (12). Using transformation (13), (12) 

becomes 

-? 
H,(r) 

and 

B xy = 

Therefore, 

and the bound on the generalized variance is 
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The quantity -121 measures the spread of the image since Irl = q.. lJ$ * 

,The product 8, s q As T measures the effective star intensity. The function 

H2(r) describes the effect of the background on the image. 

In subsection IV.E.3 it is shown that Bil 
A 

is a lower bound on Var x,. It is 

informative to express the bound in terms of o2 2 
u' uv, and 0; namely 

At different points in the field of view, the image size (ou, o ) and 
V 

orientation 8 are different. Hence, the accuracy to which the image can 

be located along the x-axis depends on the position of the image. Similarly, 
-1 

B 
Y 

is a lower bound on the variance of GO. 

The bound on S can be extended to form 

Hence Var i, 
A 

and Var yO must satisfy three bounds 
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For fixed ou and CT , as the orientation 8 of the image changes, B -1 and 
V 

X 

-1 
B 

Y 
changes. On the other hand, Bx By, - B* 

XY 
is independent of 8. These 

bounds are illustrated in Figure 8. When the image axes are parallel to 

the coordinate axes, only two bounds must be satisfied 

Also note that the accuracy to which x0 and y0 can be estimated decreases 

as the correlation between the estimates increases. 
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D. Numerical Example 

In this section a particular system will be considered in detail to 

illustrate how the preceding theoretical results can be applied. The 

system parameters are as follows: 

(i) 

(ii) 

(iii) 

(iv) 

(4 

(vi> 

(vii) 

Optical aperture is 3.3 inches with a 46 degree field of view. 

The energy in the star image can be described by a Gaussian 

function. 

Image at the center of the field of view is circular (a 
U 

= ov) 

with a diameter of twenty seconds of arc. 

Image at edge is elliptical with a radial size o of 60 seconds 
U 

of arc, and with a transverse size o 
V 

of 30 seconds of arc, 

see Figure 9. 

The image size increases quadratically with distance p from the 

center, both o and o In particular 
U V’ 

where p is the radial distance from the center of the field of 

view to the star image in degrees, and where o and o are 
U V 

expressed in seconds of arc. 

Optical efficiency is .5. 

Quantum efficiency is .l. 

(viii) Exposure duration T is 100 micro-seconds. 

IV-42 



CqJ = 50 (6)’ + IO (SECONDS OF ARC) 

q=*o(&)’ + IO (SECONDS OF ARC) 

FIGURE 9: OPTICAL ABERRATION MODEL 

IV-43 



INFORMATION CONTENT 

(ix> A fourth magnitude (photographic) star is observed. 

w The effective background h b Cb is 300 tenth magnitude stars 

per square degree, and is constant near the star image. 

1. Detectability 

With the above assumptions the optimum detection technique is based on 

(1). The signal-to-noise ratio is 

which is graphed in Figure 10. Three points in the field of view will be 

considered p = O", 11.5', 23'. The basic problem is to determine C' so that 
P 

the probability of detection at the edge of the field of view is .9, and 

then to determine the probability of detection at p = O", 11.5O. 

The moments of the test statistic (1) can be evaluated using Figure 3. 

The mean is 57.1 at p = O", 48.6 at p = 11.5', and 39.0 at p = 23O when a 

fourth magnitude star is observed. The variance is 461 at p = O", 356 at 

p = 11.55) and 222 at 23'. The distribution of 3' will be approximated 

by a gamma distribution with the same mean and variance. The density is 

where p = O", 11.5', 23'. 

a = .124, .137, .176 

@ = 7.12, 6.66, 5.85 
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Then Ci is defined by 

.4= - 
i 

I 

dC’ rcg’ 
P 

where $ = 5.85 and cy = .176. Hence c&i = 3.04 and C' = 17.3. With this 
P 

threshold the probability of detecting a fourth magnitude star at p = 11.5' 

is .98, and at p = 0' is .994. 

If one observes a star with an intensity below fourth magnitude, the 

probability of detection is reduced. This probability determines the number 

of extraneous weak stars one detects. Note that parameter CY is essentially 

independent of the star intensity when r > 103, and that S is proportional 

to the star intensity. The probability of detection is graphed in Figure 11 

for C' = 17.3. With r > 103, 
P 

the background will not produce a detection. 

For the range of signal-to-noise involved in this example, the detection 

technique in expression (4) is reasonable where R, is the order of 2.5. 

2. Accuracy Limits 

From the results in Section IV, one obtains 

The standard deviation of hs/hs is graphed in Figure 12 as a function of 

star intensity. Note that the bound is independent of position p since 

3 
r>lO. 

Two position estimates will be considered. First, assume one estimates 

the position of the star using polar coordinates. The standard deviation 
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of the radial error is not less than 

The angular error is not less 

expressed in radians. These results are graphed in Figure 13 for a fourth 

magnitude star. 

Next, assume one estimates the position of the star using rectilinear 

coordinates. The standard deviation of the error along the x-axis is not 

less than 

Lines of equal accuracy are graphed in Figure 14, for a fourth magnitude 

star. Note that the bound on the product of the "x-error" and "'y-error" 
4 

increases as p . 
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E. Special Derivations 

1. Optimality of Detection Method 

A detection technique is characterized by a sequence of sets 

W,WY 2 4 . ..Y WZN’ . . . in Euclidian spaces of two dimensions, four dimen- 

sions, . . . . 2N dimensions, etc. If N emissions are observed, a star is 

"present" when 

Let 5 denote this (2N)-vector. The probability of a Type I error is 

and the probability of detection is 

Let.wzkbe the set such that 

where C is selected so that 
P 

The sequence ~3, w$, . . . defines a detection technique that minimizes the 
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probability of a Type II error, and hence maximizes the probability of 

detection. Let EN denote the compliment s. Then 

and hence 

The probability of detection using u$ is then 

-I- 

+ 

+ 

OD 

zc P 
N=I 

maximizes the probability of detection. 
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2. Characteristic Function of 3 

The basic test statistic is 

J'=f I 0 'IG,(Xj-X,,Y,-yJ + JbGb(X; ,\/g') 

where the (x , y ) 
j j 

's are independent and identically distributed with the 

density 

and where N has a Poisson distribution with mean E. To evaluate the char- 

acteristic function Of 3' , the first step is to evaluate the characteristic 

function 3' for a fixed value of N. In particular, 

E( eiu” 1 N] = 

since (x., 
J 

yj)'s are independent and identically distributed. Let b denote 

the quantity inside the braces. Then 

and the logarithm of the characteristic function is 
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Expanding the exponential, one obtains the semi-invariants 

with n = 

Next, assume Gs(x, y) is a Gaussian density function and Gb(x, y) is 

slowly changing. The nth semi-invariant becomes 

The first integral reduces to 
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Substituting y for 

the first integral becomes 

The second integral reduces to 

ou 
2T- 1 z I% rl e2+, )I n dz 

-2 
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3. Lower Bounds for zs and S 

To derive the lower bounds for Var hs and S, it is convenient to use 

a more compact notation. LetzN be the vector 

and 

Let L(g [ N, zN) be the likelihood function 

Assume ?$N,sN) is an unbiased estimate of 5, i.e., 

(Cl) 

where the integral is 2N-fold. 

Assume one can differentiate under the integral in (C 1); then 
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Let 2 (N, 3,) be a vector with components 

Matrix transposition will be indicated by a prime. Then 

where L is a 3 x 3 identity matrix. In other words, the expected value of 

the matrix 

is the identity matrix. 

Since 2 (5 1 N,--N z ) is a likelihood function 

Differentiating this equation with respect to 8., one obtains 
3 

I.e., the expected value of 2 (N, &) is zero. Therefore, the covariance 

matrix between "e (N, zti) and u(N, zN) is C 
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Next define the 6-vector 

The covariance matrix of w (N, z ) is 

zw: = &(tee ;J 

where Fee ad z,,, are the covariance matrices of G (N, z 
6" -N 

) and u (N,zN). N 

Assume &a is non-singular. Let cy and k be arbitrary 3-vectors, which are 
e 

not random. Then 

Let g=‘E,;5 ) then 

for all z # 2. Therefore, 
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This is the fundamental bound on the variability of estimators of x,, y,, 

and h since 1 LI 
does not depend on the estimator 3. 

S e 

The matrix z can be simplified. First 
&MU 

where 

2, G(Q) = 3 Gh,y) 
3x 

3,Gky) = 3 G(r,,j 
%' 

Without loss of generality, one can set 0 = Q2 = 0 in the bound. Then 
1 

the entries in t become 
rvbcl 
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E (U,,” 

E(%U*l 

E ( uJ2 

E 

By setting 0 - fc il - 0 

I 

in Equation (C2) one obtains a bound on Var g, i.e., 

VcJp e; 3 [ E b4$+ . 

By setting 
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in Equation (C2) one obtains a bound on the generalized variance S, i.e., 

Note that the above results can be applied to an arbitrary image and back- 

ground since Gs and G b are general intensity functions. 
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V. PHOTODETECTORS FOR SPACE NAVIGATIONAL SYSTEMS 

For a scanning optical system, a photodetector is required to 

efficiently convert radiant energy from a class of navigational stars into 

electrical signals which have sufficient magnitude to override any noise 

source signals so reliable signal detection can be performed. Various 

types of photodetecotrs will be discussed, and it will be shown that the 

photomultiplier is superior to non-multiplying photodetectors. This is 

followed by a detailed discussion of typical photomultiplier characteristics. 

A. Energy Distribution of Navigational Stars 

If the 100 brightest stars are considered and if the number of stars 

of a given spectral class are plotted against spectral class, the resulting 

graph is strongly peaked at class A, see Figure 1. It is, therefore, logical 

to consider the response of photodetectors to Type A stars. 
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B. Energy Available from Type A Star 

Code (1960) has tabulated the monochromatic magnitudes of Vega (a Lyr) 

per unit frequency interval, m(l/X), relative to l/h = 1.80 for a band pass 

of 10 Angstroms, where Vega is a type AoV star. These magnitudes per 

frequency interval can be converted into magnitudes per wavelength interval 

by the transformation, Norton (1964). 

The absolute spectral energy distribution of Vega can be obtained from 

where f(ho) = f(.5560) = 3.66 x 10 -12 watts per square centimeter micron. 

The energy available per square centimeter to a photodetector with an S4 

response can be obtained by numerically evaluating the integral 

where S 4 (A) is the S4 response characteristic. f(A) is plotted in Figure 

2, the S4 response is shown in Figure 3, and f(X) ' S,(h) is plotted in 

Figure 4. The area under f()\).S 4 (a) was evaluated numerically between 

a1 = .34 micron and A2 = .66 micron as 1.027 x 10 -12 watts/cm2. For a 

one inch aperture and a 75 per cent optical efficiency, the effective 

energy rate from Vega becomes 5.15 x 10 -12 watts. The visual magnitude 
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of Vega is +.04, so the approximate energy rate for a different magnitude 

type A star can be obtained from Allen (1963), p. 192. 

The effective energy rate from a third magnitude type AoV star was found 

to be 2.52 x 10 -13 watts for an S4 response, a one inch optical aperture, 

and a 75% optical efficiency. 

Figure 5 gives a spectral response curve, SD(h), for a silicon photo- 

diode [Williams (1962)]. Figure 6 shows the plot of f(A) . SD(h) from 

which the integral 

is numerically evaluated as .75 x 10 -12 watts per square centimeter. The 

effective energy rate from a third magnitude type AoV star was found to be 

1.51 x 10 -13 watts for photodiode response, a one inch optical aperture and 

a 75% optical efficiency. The results are presented in Table 1. The relative 

response of various photomultipliers to stars in different spectral classes 
is described in Subsection 1I.D. 
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Response 

s-4 

'hotodiode 

TABLE 1 

EFFECTIVE ENERGY RESPONSE OF PHOTODETECTORS 

Al A2 
microns microns 

.34 .66 

.4 1.00 

a1 

s 
f(A)*S(A)dA 

a2 

1.027 x 10 -12 

.75 x 10 -12 

2 (watts/cm ) 

Effective energy 
rate from Vega 
with 1" aperture 

5.15 x lo-l2 

3.08 x lo-l2 

(watts) 

Effective energy 
rate from third 
magnitude Type A 
star with 1" 
aperture and 75% 
optical efficiency 

2.52 x 10 -13 

1.51 x 10 -13 

(watts) 

v-10 



PHOTODETECTORS 

C. Figure of Merit 

A figure of merit often given for photodetectors is the "noise 

equivalent power per unit band width" (N.E.P. or PN) which is the input 

signal needed to give an output signal-to-noise ratio of unity in a one cps 

band. Since the noise contains contributions from both device and back- 

ground, it is evident that measurement conditions must be specified in 

the evaluation of P N' In addition, the noise from solid state detectors 

is frequency dependent. 
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D. Sky Background 

The sky background of faint stars depends on galactic latitude 

and longitude; a nominal value is 180 tenth magnitude stars per square 

degree, Allen (1963). If these are assumed Vega type stars and a slit 

of 20 degrees by one minute of arc is used in the assumed optical system, 

the effective background reaching the detector is, 

- .4(10 -. 043 
FL = (.75)(5.15 * IO'") IO 

- I3 
= 2.4 a IO wdts 

For a given photodetector, the minimum energy of a monochromatic 

signal which can be "detected" is that which causes a signal equal to the 

shot noise. From the discussion of Smith (1957), the shot noise is given 

by the equation 

but 

where n = sky background photon rate 

Q, = quantum efficiency of photocathode 

e = electron charge 
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Hence 

I =kee”Qe E 45 = shot noise due to sky background 
UMS 

Q;e 
The product r has the units of ampere per watt, where h is Planck's 

constant and v is the light frequency. So light radiation of WL watts 

from a star can be converted by a photocathode into a signal current of 

ampere. 

Equating the signal current to the RMS shot-noise current yields 

but 

For a quantum efficiency of . 1 and at the frequency of the peak S4 

response, we obtain 
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Since the device noise has not been included and the required slit 

area may be larger by at least a factor of five, it is conceivable that 

a photodetector could be limited by sky background, particularly for 

detection of stars weaker than third magnitude at fast scan rates. 
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E. Electrical Bandwidth 

The minimum signal which can be detected will depend upon the 

electrical bandwidth of the detecting apparatus. This, in turn, depends 

upon the rise and fall times of the signal pulses. 

Let it be assumed that the star "blur circle" is Gaussian and traverses 

the slit in At seconds. If the detecting system is not bandwidth limited 

the signal in the time domain will be, 

The Fourier transform (spectrum) of Equation (1) is 

(1) 

(2) 

The signal has fallen to l/e in a time, 

(3) 

The response falls to l/e at frequency, 

w= E. * *w 
o- (4) 
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From Equation (3) 

and from Equation (4) 

or the minimum necessary bandwidth is 

For the case where the optical axis is perpendicular to the spin 

axis, the star transit time is approximately 

AL 8, 
2 I, 600 

where B C 
equals the blur circle in minutes of arc and T is the scan period 

in seconds. So for this case the 

*f = 2 X6oO Ii&T 
For a typical Bc = 3 minutes of arc and a typical T = 10 seconds, Af = 425 

cycles per second. 
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F. Suitable Detectors 

PN is usually given in units of watts per cps'. We can now check 

whether a given device can be used simply by comparing the quantity, 

with the energy available from a star. 

R. L. Williams (1962) reports a silicon photodiode with 

This diode using a 425 cps bandwidth can detect a signal of 

-12 
= 3.71 x IO watts 

and falls short by an order of magnitude in the required sensitivity. 

It could just be used to detect a third magnitude Type A star if the 

aperture were increased to 

Here the signal to noise ratio would be unity assuming the sky 

background is negligible. 
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G. Use of Gas Phototube 

G. Kron (1952) has reported on the use of gas phototubes for infra- 

red photometery in the .8 micron region. (This region is at the peak of 

the Sl response and Kron's work was motivated by the lack of domestic 

photomultipliers with Sl response.) 

The principal sources of noise in a phototube will be the shot noise 

of the tube (which in turn depends on the convection current and the 

leakage conduction current) and the Johnson noise of the load resistor. 

bet i. be the tube current, o be the gas multiplication factor, and R 

be the load resistance. Neglecting the leakage current, the mean square 

fluctuation in the output voltage is 

-7= 2 e i, 6 R" 4 5 + 4kTR~f 

where k is Boltzmann's constant, T is absolute temperature of the resistor, 

and e is the electronic charge (see Smith (1957)). 

The noise in the tube exceeds the resistor noise when 

R, 2kT 

e o-=io 

(5) 

For example, if T is 300°K, i 
0 

= lo-l2 amp, and o = 1 (vacuum photodiode) 

2kT/eo2i '5x10 10 
0- 

ohms. So for tube noise to be comparable to resistor 
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noise, the load resistor must be very large. 

In our case we will not want to degrade the response by making the 

time constant of the input circuit too large. A half-power bandwidth 

of 425 cycles in an RC filter requires a time constant of 

RC = I = 3.75 = lo’ sccon A. 
m-f 

It is possible to reduce the input capacity to about 5 x 10 -12 fd . 

we can make R as large as 

R = 75 ma 

Thus 

If we take the effective energy rate from a third magnitude star from 

Table I for an S4 response the number of quanta incident on the photo- 

cell is - I3 
Ti, 2.52 1 /fi 

I271 
= 5.06 x IO5 #~otons per second. 

With a quantum efficiency of 10% the signal current is 

We temporarily neglect the gas amplification factor o since it 

affects both signal and dark current noise signal equally. The dark 

current noise must not exceed the signal current. Thus, 
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which requires 

This value can easily be obtained. 

For efficient operation of the phototube we have by Equation (5) 

Potassium hydride gas filled photocells have been successfully operated 

at gas multiplying factors of 50 without an increase in signal to noise 

ration, Steinke (1936). G. Kron (1952) gives a design for a gas photo- 

tube which can be operated at gas multiplying factors up to 100. 

Under the assumed conditions the signal voltage due to a third 

magnitude Type A star will be 

i,c-R =L 20.2 m;‘ro~o Iis 

At room temperature the Johnson noise of the load resistor will be 
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Therefore the input resistance of the amplifier adds as much noise and 

the system is marginal. 

However, improvement of signal to noise ratio by a factor 4 is 

possible by doubling the aperture. Further improvement can be had by cooling 

the load resistor. Indeed, the phototube and its associated circuitry 

may both be cooled to advantage, Kron (1952). This cooling might be 

simply done by insulating the detector from the rest of the vehicle and 

allowing the detector to radiate thermally to the 3.1°K space background. 

It thus appears feasible to use gas phototubes as the light sensitive 

element. Internal sources of noise must be carefully suppressed. A two 

inch aperture at 75% transmission may be necessary, and it will be desirable 

to cool the load resistor and phototube. 
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H. Some Other Detectors 

F. Low (1961) has described a low temperature germanium bolometer, 

which appears "potentially competitive with phototubes." At a temperature 

of 7'K and if the conductivity to the surroundings were as low as 10 -7 

watts per OK, this device has a noise equivalent power of 

Over a 425 cps band the minimum detectab le energy f lux into the one inch 

aperture system would be 

Low calculates a time constant of .32 second for his device for these 

assumed conditions, but it is also likely that germanium bolometers with 

smaller time constants can be designed. 

W. Franzen (1963) describes a non-isothermal superconducting bolometer. 

A current passed through the sensitive element (which is an evaporated tin 

strip on a 1000 Angstrom thick A1203 substrate) heats the element enough 

to keep the center of the element above the superconducting transition. 

The ends are cooled below the transition. Incident radiation heating the 

element increases the length of the element above the transition resulting 

in a resistance change. Franzen estimates that a noise equivalent power 

can be as low as 
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It is, however, yet but a laboratory device and to the authors' knowledge 

has not yet been actually built. 

The use of p-n junctions as both a photodetector and as a parametric 

amplifier has been suggested, Saito (1962). Modulated light falls on the 

diode as a pumping voltage is simultaneously applied, see Figure 7. 

The advantage of this device is that the noise contribution of the 

following amplifier is significantly reduced. Garbrecht (1964) and 

Saito (1964) have compared this arrangement to a photodiode followed by 

a parametric amplifier. 

A more promising approach would seem to be the use of avalanche 

multiplication in a reverse biased photodiode. Current gains as large 

as 1000 have been theoretically predicted, Haitz (1963). Di Domenico, et al. 

(1965) report a signal enhancement by 25 db when mixing modulated laser 

light with R.F. by means of a point contact silicon photodiode when 

operated near avalanche breakdown. They point out that this enhancement 

was obtained without an increase in the noise power and suggest the 

possibility of shot noise limited operation. 
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I. Superiority of Photomultipliers over Phototubes 

There is no question that photomultipliers can be used. For example, 

a 9502-S E.M.I. photomultiplier with 

is available. Thus in a 425 cycle band this can detect a signal of 

tz = 6.80 xro- 
IL 

ulatts 

With an S4 response (see Table I) and the assumed optical system this power 

level corresponds to a 9.5 magnitude Type A star, neglecting sky background. 

Lallemand (1960) has demonstrated the superiority of shot noise 

limited detectors to those limited by the input circuit to the electronics. 

The argument is specifically applied to photomultipliers versus photo- 

tubes, but will hold for any multiplying device as against its non- 

multiplying equivalent, e.g., gas phototube versus vacuum phototube, 

avalanchephotodiodeor parametric-amplifier photodiode as against simple 

photodiode. 

The argument is worth repeating here. Let I be the minimum signal 
m 

detectable at signal to noise ratio Sn, for a photomultiplier and let 

Ip be the same quantity for a phototube. Then if the photomultiplier is 

shot noise limited 

c 
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3, = Sh /TqT- 

id = dark current in amperes 

e = 1.602 x 10 -19 coulombs-electronic charge 

l f = bandwidth, cps. 

Assuming the phototube limited by the input circuitry, 

Ip = s, 4kT Af I’ 
where T is in OK and R is the value of the input resistor in ohms. 

Define a modulation factor by 

I-= G-I, 
id 

Then Equations (6) and (8) give 

Then, the minimum detectable signal ratio is 

(6) 

(7) 

(8) 

(9) 

(10) 

But R will inevitably be in shunt with some input capacity C which, indeed, 
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sets the bandwidth as, 

df= 1 

2lVX 

The use of Equation (11) in (10) leads to 

G = .I.. /GTE- 
& e 

(11) 

(12) 

which depends only on temperature T, capacity C, modulation factor r, and 

the signal to noise ratio S . n C can be as small as 5 pfd. Taking 

T = 300°K, Sn = 2, 

G= 800 d- (13) 

If r = 1, (42 I = id, m not an unreasonable condition) G = 800. And the 

multiplier is almost three orders of magnitude better! 
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J. Photomultiplier Characteristics 

With the performance superiority of photomultipliers over non-multiplying 

phototubes established, it is appropriate to further discuss some of the 

important characteristics of photomultipliers as related to star detection. 

In a photomultiplier, each photoelectron emitted from the photocathode 

undergoes cascade multiplication inside the tube and comes out of the tube 

as a pulse of many (about 
6 

10 ) electrons. If the photoelectrons were 

multiplied by this process to form pulses of exactly equal sizes, they 

would continue to contribute equally to the signal current, but in actual 

photomultipliers the amount of multiplication is very different from one 

photoelectron to another. Consequently, the stream of pulses coming out 

of a photomultiplier tube has a very broad range of amplitudes, some of 

the pulses contributing ten times as much to the photocurrent as others.* 

Since the pulses are not of equal size, it is evident that the signal- 

to-noise performance of a photomultiplier will be lower when used in combina- 

tion with an ordinary current measuring or charge collecting (condenser- 

integrator) system than when used in a system that counts the pulses with 

equal weight redardless of these sizes.,bk However, the current measuring 

method is easier to implement for scanning optical systems. Because of 

the very high rate of photoemission for bright stars, a pulse counting 

f; Discussed by Engstrom (1947) and Tusting (1962). 

i'kk See the discussion by Baum (1962) p.23,Farrell and Zimmerman (1965), 
and Section V1.B of this report. 
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technique would require a system of high capacity, high speed counters 

which become somewhat impractical for low power satellite applications. 

So far as is known, a pulse counting system has not yet been implemented 

for a satellite system. 

1. Photomultiplier Cathode Emission?k 

An electron may be ejected from the surface of certain metals if the 

energy of electromagnetic radiation striking the surface exceeds the surface 

potential barrier. The number of electrons ejected per incident photon 

is termed the quantum efficiency. Because of electron scattering and 

reflection at the surface during the energy transfer, the quantum 

efficiency is less than unity. 

Figure 8 shows the electron potential energy level diagram at the 

inteface between a solid and a vacuum. Electrons in the conduction band 

can move through the solid when a potential difference is applied across 

the solid. If the energy of electromagnetic radiation striking the surface 

exceeds the surface potential barrier, a conduction electron may be 

sufficiently excited and be ejected from the surface of certain metals. 

Other electrons not in the conduction band are more tightly bound in a 

lower energy level and the gap between the conduction band and the lower 

level valence band represents the energy required to raise an electron into 

the conduction energy level band. 

9< Sharpe, J. (1961) 
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For a semiconductor material such as an antimony-cesium alloy, Cs3Sb, 

photons must provide enough energy to an electron to raise its energy level 

above the conduction level and the surface potential barrier before 

the electron is ejected as a photoelectron. In Cs3Sb, this energy is 

approximately 1.9 eV which corresponds to a long wavelength t/hreshold of 

.66 micron. Because it is relatively easy for free electrons to escape, 

at room temperature the thermionic emission rate of Cs 3 Sb ranges from 

lo2 to lo4 per square centimeter per second. This rate can be drastically 

reduced by cooling the material. 

Above the threshold wavelength the quantum efficiency rises to a 

maximum (as the excess energy supplied to the electron increases) until 

the optical absorption of the photosurface and any window material causes 

the excess energy and therefore the quantum efficiency to decrease. The 

maximum quantum efficiency depends upon the cathode material and ranges 

from .07 to 0.25. 

Figure 9 shows spectral response curves for various types of available 

photocathodes. The influence of the window cut-off in the ultraviolet 

region is also shown. Table 2 shows a tabulation of photosensitivity 

values in microamperes per lumen of tungsten light at 2870OK. 

As can be seen, no photoemissive surface is available with sensitivity 

above 1.2 microns. At the opposite end of the spectrum, normal glass 

envelopes cause a radiation cut-off at about 0.35 micron. Special 

ultraviolet transmitting glasses cut off radiation at approximately .22 

micron and fused-silica glass cut-off at .165 micron. Consequently, 
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TYPICAL PHOTOCATHODES 
(Glass windows except where notedt) 

~ 

Sb(lr0 (S-11) . . Semi 
transparent 0.42 0.15 0.67 60 

SbCs (S-4) . . . . Opaque 0.45 0.10 0.7 40 
Sb& (EM1 ‘S’) . . Semi- 

transparent 0.42 0.12 0.65 40 
Sb(NaK)Cs (S-20) . ,, 0.44 0.20 0.85 150 
BiAgOG (S-10) . . ,, 0.45 0.05 0.8 35 
AgOCs (S-l) . . ,, 0.8 0.004 1.2 15 

(ah in blue) 
Mg (quartz window) <0.2 0.004 0.39 - ,s 
Au (quartz window) 9, <0.2 O.oool to 0.27 - 

O~oooo1 
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photoemissive surfaces are commercially obtainable over a wavelength 

range from .165 micron to 1.2 microns. Type A stars fall within this 

spectral range. 

2. Photomultiplier Secondary Emission 

An electron with a few hundred electron volts of energy which strikes 

the surface of a solid-vacuum interface will impart some of its energy to 

a few adjacent electrons in the solid. Some of the excited electrons may 

then have enough energy to overcome the surface potential barrier and be 

ejected as secondary electrons. The number of electrons ejected depends 

upon the energy loss rate of the incident electron and the energy imparted 

to the secondary electrons. An electron with low incident velocity cannot 

impart high energies to adjacent electrons, while a high incident velocity 

causes the electron to penetrate deeper into the solid where excited 

electrons find it more difficult to escape. Consequently, there is an 

optimum incident energy which produces a maximum number of secondaries, 

G, per incident electron. Figure 10 shows curves of o versus voltage 

curves for photomultiplier secondary emission materials. A single stage 

of secondary emission will multiply the current by about a factor of U, 

and for n stages the photocurrent is multiplied by 0". 

Various geometries can be employed for a secondary emission multiplier 

assembly. The design problem is to ensure that electrons strike the 

secondary emission element (called a dynode) at points where the electric 

field is directed away from the dynode and toward the next dynode. Four 
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useful geometries are shown in Figure 11. 

All four types in Figure 11 are electrostatically operated and may 

be placed in two classes determined by the strength of the electric field 

at the surface of the dynode. For the Venetian-blind (Figure llc) and 

the box-grid (Figure 11-d) structures, the directing field at the dynode 

surface is comparatively weak so the initial velocity of the secondary 

electrons largely determines the landing position on the next dynode. 

Since there is little relationship between the emission point of one 

dynode and the arrival point of the next dynode, the multiplier assembly 

is said to be unfocussed. Generally the box and grid structure is physical- 

ly smaller than the Venetian-blind structure. Figures lla and llb 

show focussed structures with stron g directing fields constraining the 

secondaries to paths with little position spread resulting in less transit 

time spread compared to the unfocussed structures. Larger currents may 

be drawn since the high electric fields reduce space charge effects. 

Each secondary electron emitted from one dynode is not successful in 

producing secondary electrons at the succeeding dynode.* Therefore, the 

stage gain depends upon the value of o which is characteristic of the 

secondary emission element and the dynode collection efficiency, g. 

Both u and g are voltage dependent. Figure 12 indicates the high efficiency 

of the box-grid structure using the SbCs surface while an AgMgO material 

must be prepared with cesium to achieve a high secondary emission. 

-r\- The effect of losing electrons between the cathode and anode has 
been investigated by Gadsten (1965). 
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3. Typical Photomultiplier Gain, Sensitivity, and Dark Current Curves 

Photomultiplier sensitivity is specified at a given overall voltage 

in terms of amperes per lumen, while the cathode sensitivity is specified 

in microamperes per lumen. Figure 13 shows how photomultiplier sensitivity 

varies with different dynode structures and dynode materials. 

When the photomultiplier is completely blacked out, cathode thermionic 

emission is multiplied by the dynode assembly in the same manner as cathode 

photoelectrons resulting in a tube dark current. Photomultiplier dark 

current may be specified either as the anode dark current at a specified 

photomultiplier sensitivity or as the equivalent light input in lumens which 

gives the equivalent value of dark current. If no anode to cathode feedbaclc 

occurs, the equivalent dark current input is independent of tube gain up to 

some limiting value, see Figure 14. Above a certain gain, the equivalent light 

input increases and increasing the voltage ultimately causes the tube to become 

unstable. The rapid rise in anode dark current with gain is due to optical 

and ionic anode to cathode feedback. The box and grid dynode structure has 

a limiting gain value which is generally independent of the number of 

stages. The Venetian-blind structure characterizes a higher value of 

limiting gain before feedback begins and is increased by a factor of two 

for each additional pair of dynodes. Dark current also increases with 

cathode area. 

In any application of the photomultiplier to star detection, one of 

the most important considerations is the tube dark current. Depending upon 

what voltage is applied to the tube, there are three dominating types of 
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FIGURE 14: n k ar ctrrrcn~ at 23 “C us gain for cmariow cathode sires and lypcs 
and cariour dynode strtrcturrs. Typical semilicifics arc: Sl 1, 60-70 p.4 ‘L; 
SbCs, 40-60 /LA/L; SI, 15-30 p.4!L, and S20, 12&140 pA!L. 

F = focused, V.B. = cenctian blind, B.G. = box and gn’d dynodes 

v-40 



PHOTODETECTORS 

dark current,.ohmic leakage, thermionic emission, and regenerative ioniza- 

tion. At low voltage ohmic leakage caused by slight conduction in 

insul ating materials is dominant. At high voltages regenerative ionization 

caused by anode to cathode feedback of ionized gas ions or by light 

emission from ionized gas becomes dominant. At normal operating voltages, 

the dominant noise source is thermionic emission.* Thermionic emissions 

from the dynodes contribute only about 3% of the total thermionic emission 

noise. Thermionic cathode emissions are amplified by the multiplier 

dynode chain in the same manner as photo emissions. Associated with 

cathode thermionic emission is a shot noise resulting from randomly 

emitted electrons, which is variably multiplied by the dynodes. The RMS 

variation in the thermionic emission current is expressed by the basic 

shot noise equation. 

I = 
RMS I ze I.“Af 

where e = 1.6 x 10 -19 coulomb = electron charge 

I av = average value of the cathode current 

Af = electrical bandwidth in cycles per second. 

If a cathode material has a simple thermionic work function, then 

thermionic emission will fall with absolute temperature according to 

Richardson's Law 

* Engstrom, Ralph W., (1947) 
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where Jk = thermionic current density in amperes per cm2 

A = amp/cm2T2 = constant depending on cathode material 

E = work function of material in volts 

T = absolute temperature in degrees Kelvin 

Hence, the most obvious way of decreasing the thermionic emission is 

by cooling the cathode. It has been reported by ITT-Federal Laboratories 

(1964) that the dark current of their photomultipliers falls about one 

order of magnitude per 10°C of coolin g and that the dark noise falls about 

an order of magnitude for each 20°C of cooling. Since cathode materials 

exhibit multiple work function characteristics, Richardson's law does not 

hold at low temperatures. It has been reported, Sharpe (1964), that the 

decrease of dark current with temperature apparently flattens out at -4O'C 

and any further cooling does not decrease dark current. 

4. Photomultiplier Noise [Eberhardt,(l959)] 

At the cathode the RMS variation in cathode emission current is 

expressed by Ims = ik =,fT where Ik is the average or DC value 

of the cathode signal current. From this equation a cathode signal-to- 

noise power ratio can be expressed as 

(14) 
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where e = 1.6 x 10 -19 coulomb = electron charge 

Af = bandwidth in cycles per second. 

At the first dynode, most of the electrons emitted from the cathode 

are collected while the remainin g electrons are lost in traveling from 

the cathode to first dynode. The electrons collected at dynode, Dl, 

cause an input current I1 which has an RMS variation approximately 

il = 1/2eIlAf . So at the input to the first dynode Dl, the signal-to- 

noise power ratio is 

(15) 

where e is the percentage of emitted cathode electrons collected at the 

first dynode, g = Il/Ik is also termed the collection efficiency. 

Equation (15) indicates a photomultiplier should have a high collec- 

tion efficiency, i.e., the electron loss between cathode, and first dynode 

must be minimized. At the first dynode, each incident electron liberates 

an average of CT additional electrons because of the secondary emission 

process, So the average current from the first dynode I2 = olIl. The RMS 

variation of the current into the first dynode is multiplied by the 

multiplication factor and is i 2K = olil. Since the secondary emission 

process is assumed to be a Poisson process, there is an additional shot 

noise component, i2s = (2e12Af) % . Since both noise components are assumed 

independent, the mean square components may be summed 
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= 2e4 (I,+ a,I,) (16) 

= 24 I,(\ +-07) 

Consequently, the signal-to-noise power ratio at the output from dynode Dl 

equals 

0 ?i I’ I’ =I= L = GI, S .+ 
2 1, zeA$I,(l+O;‘) <l+d,)ZeA$ =C$%) 3, (17) 0 

Thus the signal-to-noise ratio is degraded by a factor of al/(l+ol) due 

to the multiplication process. For a typical o = 4, this factor becomes 

415 = .80, so a typical 20% loss in signal-to-noise ratio is caused by 

electron secondary emission multiplication. 

The noise generation process at the second dynode is similar to that 

described for the first dynode. So 

(18) 

shot noise amplified noise 
due to secondary from first dynode 

emission 

But I3 = 0212, so 
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. 

With o1 = o2 = 4 as before, 

So for a typical photomultiplier there is only about 5% reduction in 

signal-to-noise ratio at the second dynode. 

At the third dynode, the mean square noise current can be expressed by 
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so 

(20) 

c 
If a1 = G2 = o3 = 0, Equation (20) becomes 

.I L.. = Zel,A$ L I + cV + d+ r3] 

Extending the above argument, it is easy to see for the n th dynode 

.z 
L “+, = z e I,,, * ) [ I + r + C? + r3 - ----.. . . . . . + CJ-~] 

The last dynode is the n th stage and is termed the anode, so the signal- 

to-noise ratio at the anode is 

I, = crnl, 
so 

o-‘” z 
zep”A$ [I+W+ (J-‘+--------+#I (21) 

n+l substituting o -1 = n-l (o-l)(an+a + . . . + 1) Equation (21) becomes 
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S 0 ircL = 
o=ycY- I) II = 
2 e 4 S in ($+I- I) rYw-‘) c 1 

s 
rn CG+‘- I) rd , 

If n 2 6 and CY >> 2, n+l l/a << 1, so 

(22) 

Consequently, the total reduction in signal-to-noise ratio is independent 

of the number of dynodes. Therefore, it is possible to use as many dynodes 

as necessary to raise the signal level above other noise sources. 

For a o = 4, the overall signal-to-noise is reduced bY a factor 

4-l/4 = .75 which indicates a 25% loss. Recalling that there was a 

20% loss at the first dynode and a 5% loss at the second dynode indicates 

that the remaining dynodes contribute negligible reduction in the signal- 

to-noise ratio. 

From Equations (15) and (22), a relationship between the cathode and 

anode signal-to-noise ratios can be obtained 

(23) 

From Equation (21), 
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so the mean square output noise current is 

If G = Ia/Il = current gain of the dynode structure, then 

(24) 

Therefore, the RMS noise current at the anode is 2/oG/(o-1) higher than 

for a normal DC current Ia. 

5. Calculation of Equivalent Noise Input 

A signal-to- dark noise ratio may be defined as the ratio of the mean 

square value of the fundamental component of a chopped, square wave 

signal current to the mean square value of noise current for a 1 cps 

bandwidth (IRE Standards on Electron Tubes, 1962). The mean square 

photocathode dark current noise for Af = 1 cps is given by 

.2 
L, = ZeI, = ZteA,j, 
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where Ak is the cathode area 

jk is the dark current density. 

The mean square value of the fundamental of a square wave signal current 

where S is the cathode sensitivity 

F is the DC value of the input flux prior to chopping 

h/ n is the RMS value of the fundamental component of a square wave. 

The cathode signal-to-dark noise ratio can be determined as 

From Equation (23) the output signal-to-dark noise ratio becomes 

= e(o-,-l) (F s*F)' 

CY (25) 

The equivalent noise input, ENI, is defined as the value of input flux 

necessary to give a unity signal-to-noise ratio. From Equation (25) 

(26) 
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From Equation (26), it is clear that for minimum equivalent noise input 

the cathode sensitivity, S, and collection efficiency, s, should be as 

large as possible while the cathode area, Ak, dark emission, j,, and dynode 

multiplication, o, should be as small as possible. 

In the laboratory, the EN1 can be determined by measuring the anode 

dark current noise in a 1000 cps bandwidth and the anode sensitivity. 

From Equation (24) 

Let A = the anode sensitivity = 1,/F =(GEik/F)= SsG (amperes /(lumen). 

(28) 

Substituting Equations (27) and (28) into Equation (26) yields 

For Af = 1000 cps, 

EN1 = i- 
14.2 = A 
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VI. SIGNAL PROCESSING 

The basic components of the scanning optical system are lens, slotted 

reticle, and photomultiplier. A star field is focussed on the reticle, which 

is fixed relative to the lens and photomultiplier. The entire system rotates; 

consequently, the image of the star field moves across the slit. See Figure 1. 

(The following results apply equally to systems in which the reticle moves 

relative to a stationary Lens and photomultiplier.) As the star field image 

moves across the reticle, the amount of radiation reaching the photomultiplier 

fluctuates with a corresponding fluctuation in its output. The output from a 

bright star represents a signal; the output from the background radiation 

represents noise. 

There are several sources of randomness in the photomultiplier output. 

The signal has a random component since photoelectric emission and electron 

multiplication are stochastic in nature. Also, the photomultiplier produces 

a dark current, which appears as shot noise in the output. The noise produced 

by the background radiation has basically three "noise" components. 
3: 

First, it 

has a high frequency component from the stochastic nature of photoelectric 

emission and from the dark current. Second, it has a Low frequency component 

from the "random" spatial distribution of the background stars. Third, the 

background noise has a very low frequency component from the general variation 

in background radiation over the scanning region. 

+c Noise from the background radiation is also discussed in Section III. 
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The photomultiplier output must be "processed" to discriminate against 

the noise and detect the bright star signals, and to determine the time at 

which the star is centered in the slit. In this section, we will describe 

several processing techniques in detail. Signal detection and parameter esti- 

mation have been studied intensively for radar and communication systems. 

Several of the basic ideas can be used for scanning optical systems. On the 

other hand, most of the specific results must be developed independently. 

Processing techniques for scanning optical sensors have been studied previously 

by Farrell and Zimmerman (1965), Harrington (1963), Kenimer and Walsh (1964), 

Lillestrand and Carroll (1961). In the following paragraphs we extend these 

earlier investigations by using more sophisticated noise and signal models 

(subsection A). In addition, we discuss several new processing techniques 

for detection (subsection B) and estimation of the star transit time (sub- 

section C). Possible implementations are also discussed. 
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A. Signal and Noise Models 

Let I,(A) Ah be the amount of radiation from the transiting star in 

wavelength interval (A, h + M), entering a unit area of the optical aperture. 

Assume Is(h) is expressed in photons per second. The optical system produces 

an aberrated image. Assume it is Gaussian in shape; i.e. the radiation per 

unit area on the reticle is given by 

in the wavelength interval (h, h + Ah), where A is the aperture area, where 

T(h) is the transmittance of the optical system, and where cr defines the 

optical resolution. Let t denote the time when the star is centered in the 
S 

slit, and T the time required for the star to cross the slit. Then the star 
S 

radiation passing the slit at time t is 

in wavelength interval (1, h + Ah), where 
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With the star centered in the slit, eighty percent of the radiation passes 

the slit when Ts/2a = 1.28. This slit width is defined as the image diameter D. 

Radiation from weak stars forms the stellar background. The weak star 

images are assumed to be randomly distributed across the reticle with a two- 

dimensional Poisson distribution. Hence, the times at which weak stars enter 

the slit form a stationary Poisson process. Let v denote the rate of weak 

star transits, and t 1' t2, t3> *a' denote the times when weak stars are centered 

in the slit. Let Ij(h) Ah be the amount of radiation from the jth weak star 

in wavelength interval (A, h + Ah), entering a unit area of the optical 

aperture. Assume I.(h) is expressed in photons per second. The variation of 
J 

I.(h) between successive stars, and the rate v, depend on the region of the 
J 

sky one is scanning. The total background radiation passing the slit at 

time t is 

in the wavelength interval (h, h + Ah). 

In addition to stellar background, there may be an ambient background 

radiation from zodiacal radiation or airglow, when observations are made from 

Earth. Let I,(h) denote this ambient radiation. Assume I,(h) is expressed 

in photons per second entering a unit area of the aperture and a unit solid 

angle. Let + denote the solid angle formed by the slit. Then the total 

radiation passing the slit at time t is 
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The radiation incident on the photocathode produces electron .emissions. 

These emissions form a non-stationary Poisson process with an instantaneous 

emission rate of 

where Q(h) is the quantum efficiency at wavelength A." Substituting for 

I S’ Ib, and &, the rate becomes 

p(t) = AT;Glt-t,) + AIIIG(t-tj) + AqIz J J 
9: * J; 

where I , I , and I,, are the effective intensities 
S j 

$; For the intensity and spectral characteristics of stellar radiation, 
these assumptions are physically reasonable. The characteristics of 
photoelectric emissions are discussed by L. Mandel (1958, 1959), and 
in Section II of this report. 
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Let r 1’ T2¶ l a-, -rk denote the times at which photoelectron emissions 

occur. Corresponding to the k th emission, one obtains a pulse at the output 

of the photomultiplier. Let a 
kk 

p (t - k r ) denote the instantaneous current 

at time t resulting from the k th emission. Assume 

I 
-v (t) d-t = I 

-00 k 

SO that a th k is the total charge resulting from the k primary electron emission. 

The charge a 
k 

varies between successive pulses since the electron multiplication 

is random. Let fa(-) be the statistical density function of the pulse amplitude 

distribution. The shape of the pulse pk(t) varies between successive pulses 

since the relative arrival times of the secondary electrons in each cascade 

fluctuate. 

The photomultiplier dark current introduces additional noise. The dark 

current is the sum of several currents: thermionic emission from the photo- 

cathode, thermionic emission from the dynodes, and ohmic leakage. It can be 

represented as shot noise. In particular, pulses are produced at random 

times with random amplitudes. The mean pulse rate is assumed to be constant, 

say I . Let dk G,(t 

from zhe kth pulse. 

- qk) denote the instantaneous current at time t resulting 

Assume 

so that a k is the charge in the kth pulse. Note that the pulse shape varies. 
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Let fd(-) be the statistical density function of the pulse amplitude distribu- 

tion. The statistical characteristics of the output fromthe photomultiplier are 

discussed in detail by Engstrom (1947) and Tusting (1962); also see Section V 

of this report. 

The composite output from the photomultiplier is filtered to improve the 

signal-to-noise relationship. Assume the filter has an impulse response w(t). 

In cases of interest w(t) has a much longer duration than p,(t) and p,(t). 

Hence, the filter output is simply, 

where the T 
k 

's form a non-stationary Poisson process with an instantaneous 
,=. 

rate p(t), and where the 7 k 's form a stationary Poisson process with rate Id. 

In certain situations, X(t) can be approximated by a non-stationary Gaussian 

process. This approximation is helpful in solving certain more complicated 

problems. Parzen (1962) page 157, and Rice (1944) page 305 develop this 

result in some detail. 

With these models for the signal and noise, we can investigate various 

detection techniques. This is the subject of the following paragraphs. 
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B. Star Detection Techniques 

The function of a detection technique is to discriminate between desired 

signals and undesired signals. The optimum detection technique depends on 

the characteristics of the signals. In scanning optical systems, we encounter 

three operating situations. 

In the first situation, the detection technique must discriminate against 

"false" star detections, i.e. detections resulting from dark current, zodiacal 

light, "very weak" stars ( stars with intensities several stellar magnitudes 

below that of the weakest star of interest), and radiation from the atmosphere, 

when observations are made from Earth. The sporatic detections of "weak" stars 

(i.e. stars with stellar magnitudes near that of the weakest star of interest) 

are acceptable in this operating situation. The optimum technique maximizes 

the probability of detecting the weakest star of interest with a fixed proba- 

bility of detecting a false star. In this case, the output of the photo- 

multiplier forms a stationary random process in the absence of a star signal. 

In the second operating situation, the detection technique must discrimi- 

nate against weak stars. False star detections can be neglected. The stars 

of interest are relatively bright. Hence, weak star detections are widely 

spaced in time and are statistically independent. The optimum technique 

maximizes the probability of detecting the weakest star of interest with a 

fixed probability of detecting the brightest weak star that we must discrimi- 

nate against. 

In the third operating situation the detection technique must discriminate 

against weak stars; but in this case, the detections are not independent. 
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The stars of interest are relatively weak. The primary cause of variability 

in the photomultiplier output (in the absence of bright stars) is the varia- 

bility in the spatial distribution of weak stars. In this situation the goal 

is to select a detection filter that maximizes the ratio of the output signal 

level to output rms noise level. One can formally derive a detection 

technique that is optimum for the criterion used in the first situation. The 

technique is complex; it is impractical for real applications. 

In the following paragraphs these three operating situations will be 

considered in detail. The optimum techniques will be developed. In applying 

these results, one must estimate the relative significance of various inter- 

ferring signals, and select the appropriate detection technique. 

1. Discrimination Against False Star Detections 

To simplify the discussion we will assume that the star transit time tS 

is known. Later this assumption will be relaxed. The output of the photo- 

multiplier is observed for a period -T + t toT-l-t 
S S’ 

with 2T much larger 

than the time required for the star to cross the slit. Assume that at most, 

one bright star crosses the slit in this period, at t . 
S 

Let v1 < v2 < . . . 

represent the times at which pulses are observed at the output of the photo- 

multiplier; let bl, b2, . . . represent their amplitudes. The decision as to 

whether or not a star is present is based on the number of pulses observed N, 

the times (v 
1' v2' 

. . . . vN) and the amplitudes (b , b2, . . . . bN). There is 
1 

no practical way of using the pulse shapes to discriminate between the star 

signal and noise. 
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Detection is basically a statistica. problem of testing the hypothesis 
-3; 

that "no star is present, i.e. I 
S 

= 0," as opposed to "a star is present with 
-Ir f: 

intensity I = I " There are two types of errors: Type I--the star is 
S so - 

"detected" when it is not present, Type II-- the star is not detected when it 

is present, see Figure 2. In practice, false star detections can be eliminated 

by comparison to star charts. On the other hand, if a star is missed, the 

system accuracy is reduced; and it may be impossible to obtain the required 

attitude estimates. Hence, the goal is to select a detection technique that 

minimizes the probability of a Type II for a fixed probability of a Type I 

error. 

The optimum detection technique is based on the joint likelihood function 
f; 

of N, v b b 1, V2' --*, VN' 1' 2, -'a, bN given ' 
and t Let 

S S’ 

x(N, vl, . . . . vN, bl, . . . . bN 1 Is*, ts) denote this function. Let3 denote 

the ratio 

The optimum detection technique is the following. If .J is larger than a 

specified constant C 
P' 

a star is present. If 3 is less than C 
P' 

a star is 

not present. The constant C 
P 

is selected so that the probability of a Type I 

error is P. The probability of a Type II error is minimized with this tech- 

nique. The proof of optimality is given in subsection G of this section. In 

the following paragraphs, explicit equations are derived for the likelihood 

function r and the test statistic 3 . 
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FIGURE 2 : DETECTION ERRORS 
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One can show that the joint density function of the v.'s and b 's condi- 
J j 

tional on observing N pulses at the output of the photomultiplier is 9: 

where i is the average number of pulses observed 

iv = J’,uct, dt + ZT’I, . 
-1 

Therefore, the joint likelihood function is 

Since we are concerned with false star detections the effective back- 

ground radiation is assumed to be constant; the quantity 

in p(t) can be replaced by its average value 

J: The derivation follows closely one given by Parzen (1962), p. 139ff. 
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Since 2T is assumed to be much larger than T , 
f; 

.s 

The test statistic 3 becomes 

Note that 3 is independent of the duration of observation 2T. The detection 

technique based on 3 is equivalent to a technique based on the logarithm of 

3 * Cn the other hand, it is easier to implement a technique based on the 

logarithm. Let 

where 

f’(b 1 - ki - AILfat b;) 
IA~vTs +AYl",lfa(bj) + I,f,(b;) 

Jr 
The constant AIso Ts does not change the technique since 3' is compared to 

a constant, say C' 
P' 

9; A derivation is given by Farrell and Zinunerman (1965). 
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The general term in 3' 

describes how pulses occurring at different times with various amplitudes 

influence the detection decision. First, consider the factor p(b). The 
* 3: 

quantities AIso , AIb v Ts + AyI,k, and Id represent the effective intensities 

of the star radiation, interferring radiation, and dark current. Graphs of 
f: 

A1So faW , [AT v Ts + A\yIz] fa(b), and Id fd(b) appear in Figure 3; the 

corresponding graph of p(b) is in Figure 4. The magnitude and shape of p(b) 

changes significantly from one photomultiplier to another. There is a 

threshold value of b, say bt, such that p(b) is "small" for values of b < b . 
t 

The effect of this threshold is to discriminate against pulses from secondary 

dynodes and ohmic leakage. The function G(v) is a simple bell-shaped function. 

Note that 

when 

p(b) G(v) 4 02 
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when 

The term 

is graphed in Figure 5. From these remarks, we find that ,'JJ', and conse- 

quently the detection, is only influenced by large pulses near t s' 

In most situations the star transit time t is unknown. Then the 
S 

detection technique becomes the following. If the value of 

J’(tJ = f In [e(b;) G(vj-fJ + 1) 
kl 

exceeds C' continuously between times t 
1 

and t 
2' 

a star is present. The 
P 

time ; between t 
1 

and t 2 at which J'(t) achieves its maximum value is the 
S 

most likely value of ts; i.e. it is the maximum likelihood estimate of t 5< 
S’ 

This detection technique is a likelihood ratio test with parameter t. $:;-I( 

The quantity J'(t) as a function of time can be interpreted as the 

output of a non-linear invariant filter. The response to an impulse at 

9: See Willis (1962), p. 360. 

*9< See Wilks (1962), p. 402ff. 
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time v with amplitude b is 

This response is graphed in Figure 6. It is not practical to implement the 

filter in the above form. A reasonable approximation is illustrated in 

are modified 

lses are at- 

Figure 7. 

by a non-l 

tenuated. 

The amplitudes of the input pulse train (bl, b2, . ..) 

inear amplifier. Strong pulses are amplified; weak pu 

The jth input pulse becomes a pulse with amplitude 

lrde(b;j G(Y) + 11 . 
h[ p&‘) G(f)) + I] 

The parameters b' and t' are defined below. The modified pulse is then 

filtered to produce an output 

This approximation is also graphed in Figure 6. Note that the approximation 

equals the optimum response when t - v. = t' (for all b ) and when b = b' 
J j j 

(for all t). The parameter t' and b' are selected to minimize the "separation" 

between the correct function and the approximation. In some situations, it 

may be adequate to delete low level pulses, below b,, and normalize pulses 

above b t 
to unity. This type of normalization was used, by Farrell and 

Zimmerman (1965). Possible implementations are discussed in Subsection V1.E. 
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The impulse response 

is graphed in Figure 8 for several values of slit width with a fixed image 

diameter. In Figure 9, w(t) is graphed for several values of image diameter 

with a fixed slit width. In Figure 10, w(t) is graphed for several values of 

p(b') with fixed image diameter and slit width. When the slit width is 

comparable to the image diameter, w(t) can be approximated by a simple Gaussian 

impulse response. This approximation will be used extensively in the following 

discussion. Note that the filter output is insensitive to changes in the 

input pulse shapes, pk(t) and i,(t), since the filter response time is much 

longer than the duration of the input pulses. 

The remaining problem is to determine the probability of detection with a 

detection threshold C' 
P' 

The probability of detection is the probability that 

the filter output, say X(t), exceeds C'p. The probability of detection is 

greater than the probability that X(t,) 2 C' . 
P 

In practice, this lower bound 

is close to the actual probability of detection. We will use this bound as 

the probability of detection. Since the distribution of X(ts) cannot be 

expressed in closed form, it is convenient to evaluate the probability of 

detection by assuming X (t ) has a gamma distribution with the same mean and 
S 

variance as X(t ). 
S 

The mean and variance of X(ts) can be expressed in terms of the Fourier 

transforms of G(t) and w(t), denoted by.&(f) andW(f). The mean of X(ts) is 
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The variance of X(ts) is 
. 

Assume w(t) is a Gaussian-shaped impulse response function, i.e., 

Then the Fourier transform is 

The half-power frequency is .133f,. Also one can shaw that 
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The mean and variance can now be evaluated in closed form. Namely, 

Using this mean and variance, we can determine the probability of detecting 

9: 
a star with intensity I,, and the probability of a false star detection. In 

9: 
the first case E X and Var X are evaluated with Is = I ", in the second case .so 

with1 =O. The expected number of false star detections is approximately 
S 
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equal to scan period divided by Ts times the probability of a false star 

detection. 

As mentioned previously, the ambient background radiation passing the 

slit fluctuates during one scan period, in some cases more than an order of 

magnitude. Consequently, to maintain the probability of detecting a third 

magnitude star at .9, for example, we must change the detection threshold C' 
P 

during the scan. An analog method is described in Subsection V1.E. 

2. Discrimination Against Independent Weak Star Detections 

In this subsection we will consider a second operating situation in 

which the detection technique must discriminate against independent weak star 

detections. False star detections can be neglected. The effective intensity 

of the interferring radiation and dark current is much less than the star 

intensities. The optimum technique maximizes the probability of detecting 

the weakest star of interest, with a fixed probability of detecting the 

brightest weak star that we must discriminate against. 

Many of the results on false-star detections can be applied to weak-star 

detections. The optimum technique is based on the ratio 

* J; 
where I 

so 
is the intensity of the weakest star of interest, and where I,1 is 

the intensity of the brightest weak star that we must discriminate against. 

If J is larger than a specified constant C , a star is present. 
P 

If 3 is 
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less than Cp, a star is not present. The constant Cp is selected so that the 

probability of detecting a star with intensity Isle is P. The probability of 
3; 

detecting a star with intensity Is is then maximized. The proof of optimality 

is very similar to that given in subsection G of this section. 

The detection technique based on 3 is equivalent to a technique based 

on the logarithm of J . Substituting for the likelihood function, we obtain 

Since ninety-eight percent of the signal pulses occur in the interval 

Us - Ts> tS -t- Ts), pulses for which Ivj - tSI > Ts can be ignored with no 

significant degradation in the detection technique. Further, the terms in- 

volving Aq v T and AyI,,k can be deleted because the intensity of the 
S 

interferring radiation is assumed to be much less than the star intensity, 

nominally by a factor one hundred. Note that G(Ts) h- . 1 when the slit width 

is equal to the blur circle diameter. Also, the value of 2 ' is influenced 

only by large "large" pulses. The terms in 2 ' corresponding to these pulses 

have essentially the same magnitude, namely 

In cr:, / 1: ) . 
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The detection technique based on J ' can be implemented with a wide-band 

non-linear amplifier followed by a linear filter with a rectangular impulse 

response. The optimum holding time depends on the relative magnitude of the 

signal and noise. This approximation to 3 ' also minimizes the relative error 

in the star intensity measurements; see Subsection VI.D. 

3. Discrimination Against Dependent Weak Star Detections 

In this subsection we will consider a third operating situation in which 

the detection technique must discriminate against dependent weak star detec- 

tions. The stars of interest are relatively dim. Consequently, the "weak 

stars" are closely spaced, and detections are not independent of one another. 

The primary cause of variability in the photomultiplier output is the varia- 

bility in the spatial distribution of the weak stars. 
f< 

The goal is to select 

a detection filter that maximizes the ratio of the output signal level to the 

output rms noise level. 

Let w(t) denote the impulse response of the filter. Then the mean 

signal level at the output of the detection filter is 

;‘; The noise generated by scanning a "random" stellar background is similar 
to radar clutter noise, see Urkowitz (1953) and Wainstein and Zubakov 
(1962) p. 110. 
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In the absence of a signal, the rms variation of the output about the dc level 

is the square root of 

Therefore, the optimum filter frequericy response%(f) is one that maximizes - 

the ratio 

We can show that the ratio is minimized with* 

9: Wainstein and Zubakov (1962), pp. 82, 83. 
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The first term in the denominator corresponds to the scanning noise generated 

by scanning the background stars. In Figure 11, the response is illustrated 

for several levels of scanning noise. Note that for low noise levels'%/(f) is 

proportional to&(f). The output signal-to-noise ratio is 

The probability of detect ion can be evaluated using a gamma distribut ion, as 

described above. 

The optimum filter to discriminate against dependent weak star detections 

is a band-pass filter. On the other hand, a low-pass filter is best for false 

star detections. For independent weak star detections, the optimum filter has 

a frequency response function sin 47-r T, f . 
nf 
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C. Accuracy of Image Location 

In the discussion on false star detections, we point out that the maximum 

likelihood estimate of t S is the time at which the filter output achieves its 

maximum value. Also, one can estimate ts with the average of the first and 

last time that the filter output crosses a fixed threshold. In this section, 

we will determine the variance of both estimates. Special cases are considered 

in detail using a Gaussian impulse response function. In many cases of inter- 

est, the optimum impulse response can be approximated by a Gaussian impulse 

response, see Figures 8, 9, and 10. At the end of this section the effect of 

angle quantization and image instability,such as that caused by atmospheric 

seeing, is considered. 

1. Accuracy of Peak-Value Technique 

Let ts denote the time at which the filter output X(t) achieves its 

maximum value. The maximazation is over an interval "around" a star detection 

4 is determined for each star detection. In the following paragraphs, a 

general expression for the variance of is is derived. It is evaluated for a 

Gaussian impulse response in closed form. 

To determine the variance of ; 
S’ 

it is convenient to expand the filter 

output X(t) in a power series about ts; namely 

X(-t) = x(g) +X’(tJ ct-tJ + x”ct,1 (t -t,p + o(t-t,12 

For the following discussion, it is sufficient that the filter impulse w(t) 
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have a bound third order derivative. Since X(t) achieves its maximum value 

at ; 
S’ 

the first order derivative must be zero, i.e., 

In general, the filter has 

to the time the star is in 

an impulse response whose "duration" is comparable 

the slit. Hence, X(t) is slowly changing like 

EX(t); X(t) is essentially quadratic in an interval about ts. Consequently, 

s ts - X’(t,) _ 
X”( t,r 

If one obtains a "large" number of primary photoelectrons from the transiting 

star, the variance of X"(ts) is small relative to its mean. Using a simple 

first order approximation, one observes that 

?5 z $ - ~‘0,) I _ X”CM - E X’lts) x’(t,) 
E X”(t,) [ E x “ct,) 3 

~ + s- E x”(t,) 
when the relative variation of X"(ts) is small. In other words, the shape 

of the quadratic approximation essentially fixed. The maximum is displaced 

in time and amplitude. Then the variance of is is" 

Vat f, 25 “at X’(t,) /lEX”(t,)J* 

-/; A similar result is obtained by Halstrom (1964), p. 284, for two- 
dimensional images. 

VI-36 



SIGNAL PROCESSING 

Note that this equation is valid when X(t) is quadratic near ts and when 

The second condition is discussed later in more detail. 

To evaluate the variance of cs, it is necessary to find the mean of 

X"(t,) and the variance of X'(t,). In general, the j th derivative of X(t) is 

where a' and d' 
k k 

are the pulse amplitudes at the output of the non-linear 

amplifier, see Figure 7, and where w(t) is the impulse response function. 

The mean and variance of X (j)(t,) are 

E xc’) ttJ = aAI:19-it*f,‘grs,wcf)df WY 

where j = 1, 2. 
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Assume w(t) is a Gaussian-shaped impulse.response function, i.e., 

Note that 

and that half-power frequency is .133f,. Also one can show that 

The mean of X (j)(t,) becomes 

The means of all odd order derivatives are zero. 

of ; is t The mean of the second derivative 
S S’ 

EX"(t,) = -zAI;wo -!- 

fT 2 
0 5 

Hence, the expected value 

.S 

342 - vj.? 
c e 
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where 

A detailed evaluation is presented in subsection VI.F.2. 

The variance of X'(ts) becomes 

Note that 0 < c <I . 

-errZf'/f,Z *df 
-e 1 . 

In subsection VI.F.3, these integrals are evaluated, and 
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where the functions F 1 
and F 2 are 

( I + $,,1,. 
exp -1 

( 
OF 

4 r+2 2 P )3 
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Note that Fl and F2 are unitless; also the intensity ratio IbJ? 
-II 

Ib* and the 

average intensity p L, Ts have been previously evaluated in subsection 1II.C. 

With these results one can evaluate 

It remains to show that the standard deviation of X"(ts) is small 

relative to its mean. To do this, an upper bound will be derived for Var X"(t,). 

The ratio of the bound to [EX"(t,)]' is small for cases of interest. Also, 

we will show that the bound on the variance is close to the true value. 

The expression for Var X"(ts) is the sum of three integrals; upper bounds 

will be derived for each term. The first term is 

Since 0 < G(t) < 1, this term is bounded by 

The function G(t) is significant for t < 20. On the other hand, [w?'(t)]' is 
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zero at t = l/f,. In most cases of interest, o _> l/f,. Hence, the bound is 

near the true value. 

The second term in Var X"(t,) is 

By replacing 

with its maximum value T 
S’ 

in the expression for IG(f)l, one obtains an upper 

bound: viz., 

When the diameter of the star image and slit width are comparable, G(t) can be 

approximated by a Gaussian density function. Hence, the Fourier transform of 

G(t) is proportional to W(f) and the above bound is close to the true value. 

The third term in Var X"(ts) can be evaluated explicitly; namely, 
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Combining the four bounds one obtains 

The problem is to show that 
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and consequently that 

By direct substitution one can show that 

Var x’(ts~ L 3 l/?i; (f,T,)s c- 3 p 
CEx”(t,)y - 7 AI:T, 

The terms have been arranged for easy evaluation. The significance of various 

terms are as follows: 

(i> AIsJ:T 
S 

is the mean number of photoelectrons emitted during the 

star transit time. 

(ii) a,E 
I 

5' depends on the photomultiplier characteristics. 

(iii) The ratio F/q is determined by the variability of the 

stellar background. 
9: 

-I; This quantity is evaluated in subsection 1II.C. 
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IbJC v Ts/I,J; is the ratio of the average stellar background in 

the slit to the star radiation entering the sensor. 
Jr 

*I,*/1 JE is the ratio of the ambient radiation entering the 
S 

sensor to the star radiation entering the sensor. 

AI * is the ratio of the ac power in the dark current 
S 

to the ac power in the star signal with the slit removed. 

To use the basic equation 

3ne must verify that 

vci r x’it, ) cc \ E x’%,,J 2 

and that X(t) is quadratic near t 
S’ 

Implementations of this technique of 

measuring ts are described in subsection V1.E. 

2. Accuracy of Threshold Technique 

The "threshold technique" of estimating the time at which the star is 

centered in the slit is based on threshold crossings. In particular, an 

amplitude threshold is selected, say x0. Assume X(t) crosses x0 at times ul 

and u 2' The estimate of ts is then 

= p,+q. 

f: This quantity is evaluated in subsection 1II.C. 
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Note that x, is not necessarily the same threshold as used for detection, c' 
P' 

To determine the variance of Ts, it is convenient to expand the filter 

output X(t) in a power series. Let "1 and i2 denote the times at which 

E X(t) = ~0, and iI. 5 u2. The expansion of X(t) about i is 
1 

Since X(t) crosses x, at ul, 

In general, the filter has an impulse response whose duration is comparable 

to the time the star is in the slit. Hence, X(t) is slowly changing like 

E X(t); X(t) is essentially linear in an interval about u 
1' Consequently, 

If one obtains a "large" number of primary photoelectrons from the transiting 

star, the variance of X'(ul) is small relative to its mean. Using a simple 

first order approximation, one observes that 

2 5, + *o -X(iJ,) 
E X’(q) l 

VI-46 



SIGNAL PROCESSING 

In other words, the slope of the linear approximation is essentially fixed; 

its intercept changes. Similarly, one can show that 

Hence, the variance of t is 
S 

21 E X’(D,,-J’ 

Note that this equation is valid when X(t) is linear near i 
1' 

and when 
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The second condition is discussed in mor,e detail later. 

To evaluate the variance of ys it is necessary to find the variance of 

X(ul), the covariance between X(il) and X(u2), and the mean of X'(u1). One 

can show directly that 

+ g2A2 qyu r Iw(f)12 \b(f)IZdC -H 

Assume w(t) is a Gaussian-shaped impulse response function, i.e. 
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The variance of X(t) and the mean of X'(t) can be evaluated in closed form. 

where 

i - 
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-2dz?Fd2(l+p2) [ 1 - “:P(-g $1 

The detail evaluations of the integrals are presented in subsection VI.F.4. 

Further, we show that 

in subsection VI.F.5. In addition, the covariance between X(t,) and X(t2), 

for arbitrary times tl and t2, can be expressed in terms of the variance of 

x(t) ; namely, 

See subsection VI.F.6. 
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It remains to show that the standard deviation of X'(Ll) is small 

relative to its mean. The variance of X'(t) can be evaluated directly; it is 
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The details are presented in subsection VI.F.7. 

To use the basic equation 

one must verify that 

and that X(t) is linear "near" u 
1' Possible implementations of the threshold 

technique are discussed in Section V1.E. 

3. Quantization Error 

In most applications the output of the sensor is expressed in digital 

form and used in a computer. Consequently, there is a quantization error in 

addition to random errors. In some applications, the sensor output is the 

star transit time obtained from a digital clock. In other applications, the 

sensor output is the angular position of the reticle when a star is centered 

in the slit; the angle is measured with an angle encoder. In the following 

Its also app discussion, the first application will be considered. The resu 

to applications in which an angle encoder is used. 

lY 

The relation between the input and output of the "time encoder" are 
.-. 

illustrated in Figure 12. The input time estimate ts is quantized to obtain 
A 

Qt, - Note that A is the quantization interval. The rms error is then 
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where 

h 
To estimate the effect of quantization we have assumed ts is normally dis- 

tributed. Also, we will assume that there is no systematic error in measuring 
h 

ts, i.e., Et, = ts. We can show directly that 

The factor in the brackets is functionally identical to G(t) with Ts replaced 

with A and o replaced by v. Note that as v approaches zero, c2 approaches 

(to 
2 

- ts> l 

When A < o, we can bound s2. Farrell and Zimmerman (1965) have shown 

that 
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Hence, s2 is approximately 

(t,-fs+jA)’ A 4 
j=-om ‘y 

to-fs+ jA 
), 

Note that as A approacheszero ass2approacheso2, i.e., the summation converges 

to an integral. 

4. Effect of Atmospheric Seeing 

If observations are made from Earth, atmospheric seeing causes the star 

images to move randomly in the field of view. Consequently, a star transit 

time t varies from scan to scan. 
S 

In such a situation we must average e2 

with respect to t to obtain the total rms error: 
S 

random error, quantization 

error, and seeing error. 
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D. Accuracy of Intensity Measurement 

The relative error in the intensity measurement is the ratio of the rms 

noise level to signal level when the output signal is a maximum. In this 

section the background radiation is assumed to be homogeneous. We use the 

model described in subsection VI.B.l for false star detections. The relative 

error is 

This ratio is minimized when 

The corresponding minimum relative error is 

If the magnitude of the interferring radiation and dark current are small 

relative to the star signal, the impulse response w(t) is essentially constant 

over a long interval, relative to the star transit time T 
S’ 

Since 98 percent 

of the signal pulses occur in the interval (ts - Ts, ts -t- Ts), we can restrict 

the effective duration of the impulse response to 2Ts without a significant 

loss of information. Hence, the optimum filter can be approximated by a 

JC See discussion by Wainstein and Zubakov (1962), pp. 82, 83. 
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filter which has a rectangular impulse response. Note that a filter which 

minimizes the relative error in the intensity measurement is optimum in 

discrimination against weak star detections. See subsection VI.B.2. With a 

high signal-to-noise ratio, the minimum relative error is inversely proportional 

to the square root of the mean number of primary photoelectrons generated by 

the star: viz., AIs T . 
S 

Assume w(t) is a rectangular impulse response, i.e., 

w(t) = w. \-I\ L v* 
0 Iti &T/z 

where T is the duration of the impulse response function. Then the relative 

intensity error becomes 

We can select a holding time T which minimizes the relative error by differ- 

entiating. The best value of T is the value which satisfies the following 

equation, 
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E. Implementation of Signal Processing Technique 

The techniques described in the preceding paragraphs have relatively 

simple implementations. We will present several electronic designs suitable 

for satellite systems. The basic functions of the electronic processing 

are signal filtering, detection of bright stars, discrimination against 

weak stars, measurement of image position, and measurement of signal 

intensity. These functions are related in Figure 13. The intensity and 

position measurements are not initiated until a detection is obtained. 

Also the detection threshold is selected for optimum discrimination against 

weak stars. Figure 14shows the electronics block diagram for the peak- 

value method, and Figure 15 shows the block diagram for the threshold 

method. 

1. Signal Filtering 

A typical output signal from a photomultiplier is shown in Figure 16a. 

This signal is characterized by many randomly occurring small amplitude 

noise pulses,and signal pulses whose amplitudes vary randomly. The duration 

of a typical elementary anode current pulse due to a single photocathode 

emission has been experimentally determined as 10 x 10 -9 second, Tanasescu 

(1960). The width of the pulse is largely determined by the RC time constant 

of the photomultiplier output circuit. The voltage amplitude of the pulse 

is approximately determined by AV = AQ/Cs where Cs is the stray capacitance 

at the output of the photomultiplier and AQ is the total charge collected 

at the anode. If the gain of the photomultiplier is 106, then one 
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photoelectron will cause a burst of approximately lo6 electrons to be 

collected at the anode. So for a typical Cs = 10 -11 farads and 

AQ w lo6 x 1.6 x 10 -19 coulombs, AV = 16 millivolts. With a one inch 

optical aperture, there is approximately 10 6 photons per second arriving 

at the photocathode for a zero magnitude star. Assuming a cathode quantum 

efficiency of 0.1 electron per photon, the average photoelectron rate 

becomes lo5 electrons per second. To minimize the possiblity of overlapping 

anode pulses, the bandwidth of the anode output circuit and amplifier 

should be much greater than the expected average frequency of anode 

pulses. If we choose a factor of 100, the required bandwidth becomes 

lo7 cycles per second. The half-power cut-off frequency for an RC low 

pass filter is f = 1/2nRC, so the input resistance to the amplifier must 

be R in 5 l/f21-rCs = 1/107x2*x10-11 = 1.59 x lo3 ohms for Cs = lo-l1 farads. 

In subsection VI.B, we show that "detectability" is optimized by 

discriminating against the small amplitude noise pulses and by 

reducing the variation of the signal pulses. The effect of noise can 

be reduced by choosing an amplifier threshold level, Et, such that a 

large percentage of noise pulses have amplitudes less than Et. The 

variation in signal pulses received at the anode can be reduced by clipping 

the pulse peaks with a suitable limiting amplifier. Clipping the signal 

pulses also reduces the effects of drift in photomultiplier gain, 

Brimhall and Page (1965). The signal output from the limiter amplifier 

should appear as in Figure 16b. The desired voltage transfer characteristic 

for amplification of the photomultiplier output is shown in Figure 17. The 
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threshold function can be performed by a differential input amplifier 

whose output is clamped to a fixed level (preferably zero) for all signal 

inputs less than Et. For a satellite system the amplifier should 'be 

an integrated circuit. Examples of suitable commercially available 

integrated circuit RF amplifiers are the types CA3005 and CA3006 recently 

announced by Radio Corporation of American (RCA Application Note 

ICAN- (1965). The CA3004 and CA3006 feature differential input, 

frequency response from DC to lo8 cycles per second, high gain, and sharp 

limiting characteristics. Versatility in the operation of the CA3005 and 

CA3006 is made possible by the availability of internal circuit points 

to which external circuit elements may be connected to alter the basic 

circuit configuration. To realize the voltage transfer characteristic 

of Figure 17, no more than two stages of the CA3005 or the CA3006 will 

be required. The 16 millivolt photomultiplier anode pulses are sufficient 

to drive the input stage. 

Following the amplifier of Figure 14 is shown a low pass averaging 

filter whose purpose is to integrate the limiter output for some fixed 

period T. It is not necessary to have the averaging period T greater 

than twice the time period that the star appears in the slit. Ninety- 

eight percent of the signal occurs in this interval. The output signal 

from the low pass averaging filter will appear as shown in Figure 16~. 
l 
L  

The finite time averaging process is described by e. = l/T 
t- 

ein(t) dt. 

The design problem is to realize a filter which approximates the time 

averaging process. An approximate filter transfer function has been given as 
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This tranfer function is presented by Hansen (1965). 

The IAI = 1 when f = 0 and 1~1 = 0 when w = 1, 2, . . . 
C % 

(! - 1). 

This tranfer function is presented by Hansen (1965). 

The IAl = 1 when f = 0 and IAl = 0 when w = 1, 2, . . . 
C % 

(! - 1). 

For For 

Any order transfer function can be factored into quadratic terms, so the 

averaging filter may be realized by a series of cascaded quadratic 

stages. Two circuit configurations for realizing the quadratic sections 

of the averaging filter are shown in Figures 18 and 19, Sallen and Key 

(1955). Most quadratic sections can be realized practically with an 
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emitter follower amplifier whose gain K = 1. 

An averaging filter is optimum for discrimination against weak star 

detection (VI.B.2). In many satellite applications this is the basic 

"noise" problem. To discriminate against false star detections and 

dependent weak star detections other types of filters are optimum, as 

described in subsections VI.B.l and VI.B.3. 

Following the averaging filter, Figure 14 shows a differential input 

amplifier, and a lowpass filter with a very low cut-off frequency driving 

one input to the amplifier. The other amplifier input and the filter 

input is driven by the averaging filter output. The purpose of this con- 

figuration is to eliminate the slowly varying, almost DC, background signal 

caused by the stellar background of very weak stars. Depending upon the 

pointing direction of the optical system, the integrated stellar back- 

ground may vary more than an order of magnitude. The lowpass filter with 

a cutoff frequency less than 1 cps attenuates the star pulse portion of 

the composite background-star signal and passes the background signal 

into one input to the amplifier. The other input to the amplifier is 

driven by the composite background-star signal from the averaging 

filter. The output of the differential amplifier is an amplified star 

pulse rising from a zero background level. 

2. Detection and Measurement of Image Position 

First we will describe a design that implements the peak-value 

technique, VI.C.l. The star pulse output from the differential amplifier 
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drives a differentiator, see Figure 14. The zero crossing of the differ- 

entiated pulse occurs very close to the peak time of the star pulse, as shown 

in Figure 16d. The zero crossing would occur exactly at the star pulse peak only 

if the differentiator were perfect. Probably the best practical differenti- 

ator employs a high gain operational amplifier. One of the difficulties 

of differentiation is that any high frequency noise is enhanced, hence 

differentiator design should include high frequency response limiting. 

Figure 20 shows a low-noise operational amplifier-differentiator with 

double high frequency cutoff, see Burr-Brown Handbook of Operational 

Amplifier Applications (1963). To further reduce the noise susceptibility 

of the differentiator, it would also be possible to add more stages to 

the averaging filter to improve the attenuation of high frequency noise 

components in the stop band. 

The zero crossing detector (Figure 14) should have an output signal 

as shown in Figure 16e. As the input signal approaches zero volts, the 

output rises to a level sufficient to drive a logic gate. The zero crossing 

detector can simply be realized by a high gain amplifier followed by a 

monostable circuit which tri ggers when the amplifier input approaches 

zero. 

Since the zero crossing detector of Figure 14 will have an output 

for each weak star, it is desirable to gate the zero-crossing detector 

output so only the brightest stars initiate the output data. To 

accomplish this, Figure 14 shows a two input level detector circuit. One 

input is driven by the star pulse while the other input is driven by a 
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voltage divider threshold circuit. The level detector circuit has an 

output whenever the star pulse exceeds the threshold voltage level. The 

level detector output drives an AND gate which gates the zero crossing 

detector output. The number of times star transit data is generated per 

scan is determined by the threshold-voltage-divider setting. A suitable 

integrated-circuit level-detector would be the ~1 A-710 manufactured by 

Fairchild Semiconductor. 

Star transit time data is generated for bright stars when the zero 

crossing detector of Figure 14 gates the output of a continuously stepping 

binary counter into a holding register. The binary counter is continuously 

stepped by a stable oscillator clock whose frequency is determined by the 

scan rate and the required angular accuracy of each bright star transit. 

The number of stages in the binary counter is determined by the required 

angular resolution to achieve the star transit accuracy. 

Next we will describe a design that will implement the threshold 

technique, VI.C.2. Figure 15 shows a block diagram for gathering star 

transit data with the threshold technique. The amplification and 

filtering is similar to that already described in Figure 14 for peak 

detection. For the threshold technique, a level detector is employed 

as described for Figure 14, except the level detector output drives both 

a positive-trigger monostable and a negative-trigger monostable. The 

positive monostable will trigger when the leading edge of the star pulse 

begins to exceed the threshold level as shown in Figure 16f. The pulse 

from the positive monostable will gate the output of a continously stepping 
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binary counter into a star entry time holding register. As the trailing 

edge of the star pulse falls below the level detector threshold, the 

negative monostable will trigger (see Figure 16g). The pulse from the 

negative monostable will gate the output of the continuously stepping 

counter into an exit time register. If the star pulse can be assumed 

to be symmetrical, then the star pulse peak occurs midway between the 

entry time and the exit time. 

3. Discimination Against Weak Stars 

The voltage divider that establishes the threshold voltage at one 

input to the level detector can be automated so that only the brightest stars 

exceed the threshold level for each scan. Basic to automating the threshold 

level is a voltage divider as shown in Figure 21. 

This voltage divider, as shown in Figure 21, consists of a reference 

voltage, V R' 
a fixed resistor, R, and a set of multiple valued resistors 

(Ro> R1, R2, . . . . R,) which can be switched in or out of the divider 

with transistor switches. At any one instant, only one of the resistors 

is active in the divider, which means the transistor switch controlling 

that resistor is ON while all remaining transistor switches are OFF. The 

ON transistor is driven by the ON output from the command decode matrix, 

while the remaining switches are held OFF by corresponding decode matrix 

outputs. 

The transistor switches must be operated in inverted connection (i.e., 
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collector operated as emitter and vice versa) so the typical 1 to 3 milli- 

volt inverted emitter-collector saturation voltage can be neglected. 

Calculation of the values for the divider components is relatively 

Simple. To prevent loading of the divider output, the amplifier input 

impedance must be much greater than the equivalent divider output resistance. 

Figure 21 shows a matrix for decoding the command codes stored in 

the command register. The matrix consists of an interconnection of logic 

gates which converts each combination of binary coded input signals into 

a unique signal at one of the matrix output terminals. The number of logic 

gates required to perform the decoding is fixed by the number of subdivisions 

of the star magnitude intervals. 

Figure 22 shows a possible distribution of 24 = 16 subdivisions of 

the interval from star magnitude 0 to star magnitude 4. The decoding 

matrix has 2 
4 = 16 outputs. Sixteen subdivisions were chosen because 16 

is a power of 2 and also because 16 subdivisions would provide considerable 

resolution. More resolution could be obtained by assigning 25 = 32 sub- 

intervals, but the decoding logic increases in complexity. 

In Figure 22, twice as many subdivisions were arbitrarily assigned 

between star magnitudes 3 and 4 than between star magnitudes 2 and 3 

because the latter interval has approximately one-half as many stars in 

the celestial sphere as the interval between magnitudes 3 and 4. Figure 

22 also shows a binary code assignment for the threshold commands which 

can be used for control of the star pulse detection threshold. 

Figure 21 shows a threshold command register which stores the 
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threshold commands during decoding. For,space applications, the input codes 

to the threshold command register can be recieved from a ground tracking 

station via telemetry or can be logically generated internally from a counter 

which counts the number of star transits per scan. 

4. Measurement of Signal Intensity 

To assist in star pattern recognition for determination of sensor point- 

ing direction, it is desirable to know the relative intensities of the transited 

stars. For long distance communication to Earth from space or for on-board 

satellite computer computation, it is desirable to encode the relative 

intensity of each transited star. 

A technique for star intensity encoding can be implemented with a dif- 

ferential amplifier, Schmitt trigger, voltage divider, counter, and decoder 

as shown in Figure 23. The Schmitt trigger level is set at .5 volt, with the 

amplifier gain set at 2000. Initially, before a star pulse appears at the 

positive (+) input terminal of the amplifier, the four stage binary counter 

must be reset to state 0000, causing the decode matrix output to appear at 

terminal Lo. Resister % is switched into the voltage divider. When the star 

pulse appears at the positive amplifier input, the amplifier output will be 

negative initially, because the star pulse is less than the threshold formed 

with % in the voltage divider. As the star pulse increases and exceeds the 

threshold by .25 millivolt, the amplifier output becomes .5 volt. The Schmitt 

trigger will then step the binary counter; and the decode matrix will switch 

Rl into the voltage divider. This establishes a new threshold level which is 
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greater than the previous level. This level change occurs before the star 

pulse can change substantially since the circuit response time is much less 

than the rise time of the star pulse. If the star pulse continues to increase, 

it will again exceed the new threshold by .25 millivolt. The Schmitt trigger 

switches again and steps the counter to the next state. If the star pulse 

does not increase beyond the newest threshold set by the voltage divider, the 

Schmitt trigger will not trigger and the counter will rest in the state which 

is the binary encoded equivalent of the star pulse amplitude. After a delay 

equal to twice the duration of the star pulse, starting when R 1 is switched 

into the divider, the counter contents are gated into a storage register. 

The counter is reset for the next star pulse. 

The resolution of the encoded intensity is determined by the number of 

stages in the counter. Figure 23 shows a four stage counter and 24 = 16 

levels of encoding. A typical encoding schedule for 16 levels is shown in 

Figure 22. More resolution can be obtained by adding more counter states, 

I.e., adding more bits in the coee. Increasing the resolution increases the 

complexity of the decoding matrix, but the resolution is ultimately limited 

by the relative noise level and the temperature stability of the electronics. 
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F. Special Derivation 

To simplify the preceding discussion, several derivations have been 

put in this subsection. They are arranged in the order they appear in the 

section. 

1. Optimality of Likelihood Ratio Detection Technique 

A detection technique is characterized by a sequence of sets 

W2’ w4,  . . *  ,  w2N’ l -a 
in Euclidean space of two dimensions, four dimensions, 

.  .  .  ,  2N dimensions, etc. If N pulses are observed, a star is present 

when 

Let 5 denote this 2N-vector. The probability of a type I error is 

and the probability of detection is 

Let w$N be the set such that 
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where Cp is selected so that 

N;, I, X(N,xbt\ dy =P 3 5 . 
TN 

The sequence w;, ~2, . . . defines a detection technique that minimizes 

the probability of a type II error, and hence maximizes the probability 

of detection. Let 102N denote the compliment of w 
2N' 

Then 

and hence 

The probability of detection using wJC~~ is 
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Therefore, co;, ~2, . . . maximizes the probability of detection. 

2. Mean of X" (ts) 

The mean of X"(t,) is evaluated for a Gaussion-shaped impulse response. 

The basic equation is 

VI-al: 
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where 

The interval can be evaluated by parts, 

00 

I 
f sin(*f-Q e -pf2 df 

-00 

Hence 

where 
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3. Variance of X'(ts) 

The basic equation for Var X'(t,) is given in VI.C.l. It involves 

three indefinite integrals. The first inte‘gral is 

I, = JYxt) w," Ct f*2)2 ectfe)2 d t > 

--oo 

where 

Integrating by parts, one obtains 

00 
1, = -(w~+~)~ G(t) t ,_‘f”2 Get) fctfoJ2 dt 

2 -00 -00 

M 

-J t G’(t) e’tf”)2Jt -00 
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\ 
0 

-(+fJ2 
e CA+ 

The first term is the integral of&(f) with d replaced by 

The second and third terms are means of normal random variables. Hence 
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The second integral in Var X' (t,) is 

T, = 
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The third integral in Var X’(ts) is* 

Combining these integrals one obtains the required result. 

4. Variance of X (t) 

The basic equation for the variance of X (t) is 
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The integral in the first term can be evaluated by using Parseval's 

theorem: 
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The last step uses the Fourier transfonnN(f). Next consider the integral 

in the second term of Var X (t); it can be rewritten as 

d-t 

-. ~ -.- .-.- -. - .--. ._-. .., 
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~- 

The last integral in the expression for Var X (t) can be directly 

5. Mean of X' (t) 

The basic steps in the evaluation are 

- exp 

6. Covariance Between X (tl) and X (t,). 

Using the fact that the impulse response is Gaussian, one can express 
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the covariance between X(t,) and X(t2) in terms of the variance function. 

In particular 

but 

vdt, -'t.) At,-r) = wz exp 
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7. Variance of X' (t) 

The basic equation for the variance of x'(t) is 

The last two terms are the same as the last two terms of Var x'(ts), 

which are evaluated in VI. F.3. The first term of Var X'(t) is 

evaluated similar to the way in which the first term of Var X' (t,) 

was evaluated. 
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VII. MULTIPLE OBSERVATION TECHNIQUES 

Multiple observation techniques can be used to reduce the uncertainty 

in the measured image position and intensity, and to reduce the number of 

false star detections. By "combining"severa1 position measurements, we can 

obtain an accurate estimate of the image position. Accurate intensity measure- 

ments facilitate recognition of the star pattern. Sporatic false-star detec- 

tions (detections resulting from photomultiplier dark current, ambient radia- 

tion, and electronic noise) significantly complicate the star pattern recog- 

nition. 

There are basically two techniques: multiple scan and multiple slit. 

The first technique "combines" data obtained from several successive scans 

with a single slit. The second technique "combines" data obtained from 

several closely spaced slits crossing a star image, in one scan period. In 

sophisticated systems these techniques can be combined. By directly averaging 

(or correlating) the multiple observations, we can minimize the variance of 

the position and intensity measurements. On the other hand, data averaging 

requires holding-registers, special gating and timing, etc. In some applica- 

tions, the hardware required for this averaging is not warranted. Sufficient 

accuracy is obtained if the data is converted into a binary sequence of ones 

and zeros, where a one indicates the presence of a star. Using binary tech- 

niques, we lose all intensity information. 

In addition to accuracy and detection requirements, we must consider 

several physical restrictions. Limitations on weight, size, and power restrict 

the complexity of the electronics that can be in the system. Precession and 
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nutation of a satellite complicate the signal processing. If these motions 

are large, multiple scan techniques are not practical. In addition, we must 

consider the capacity of the communication channel for ground-based processing 

of satellite data. These physical restrictions are important factors in 

selecting a multiple observation technique; in some applications they dominate 

the selection. 

The technique described by Kenimer and Walsh (1964) uses a single scan 

with a multiple slit. A recent program at Control Data has involved the 

fabrication and test of a celestial sensing system, which is discussed in 

Section I. Several multiple observation techniques were investigated. For 

a detailed description see "Final Report: Feasibility Investigation of a 

Wide Angle Celestial Reference for Space Navigation," submitted to Air Force 

Avionics Laboratory, Wright-Patterson Air Force Base, Contract No. AF 33(615)- 

1428. 

In the following paragraphs we compare a single-slit multiple-scan 

technique using averaging to a single-slit multiple-scan technique using 

binary sequences. In particular, we compare expected numbers of weak star 

detections. In subsection B, the design of coded multiple slits is discussed. 

In the last subsection, C, we briefly describe the effect of vehicle motion 

on the attitude measurement and results of task 5 in this study. 
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A. Scan-to-Scan Comparison 

In this section we will compare three methods of star detection. Consider 

the system illustrated in Figure 1. Assume that the direction of the spin 

axis is fixed and that the scan period is one second. Thus, a star centered 

in the slit at time t, will be centered in the slit at time M-1 seconds. The 

detection electronics is illustrated on page 111-13. 

The number of pulses in the holding filter, y(t), resulting from a star 
>'( 

in the center of the slit at time t, is assumed to be random with mean 

Tf 

where CY = fraction of photoelectric pulses transmitted by threshold clamp 

80 = optical efficiency of lens system 

% 
= quantum efficiency of photomultiplier 

'b = average number of photons received from the background per second 

'd = dark current expressed in equivalent number of photoelectrons per 
second 

x S 
= average number of photons received from a star per second 

Tf = time duration of holding filter 

TS 
= time for star to cross slit 

f; For derivation see Farrell and Zimmerman (1965) pp. 641-644. 
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The three methods of star detection are: 

Simple Method--A star detection occurs when y(t) > 7. 

Compare Method--A star detection occurs when y(t-1) > -r and y(t) > 7. 

Sum Method--A star detection occurs when y(t) + y(t-1) > 7. 

In order to compare these three methods, the detection threshold r is selected 

so that the probability of detecting a star of fourth magnitude is .9. The 

following quantities will be computed: 

(1) Pr (y(t) > T / nth magnitude star in slit at time t 1 (n = 2, 3, . ..7). 

(2) Expected number of star detections of nth magnitude in a one second 
scan. (n = 3, 4, . . . 7). 

For the Simple Method the probability of detecting a star that is in the 

center of the slit at time t is 

lses in holding filter when fi where pk is the probability of k pu 

centered on the signal. Note that 

k 

lter is 

If we assume that the slit passes eighty percent of the star radiation 

when the image is centered in the slit and Tf = Ts, then 
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Hence, 

In order to evaluate (1) and (2) a particular system must be considered. 

Let cy =l 

G = .8 

% = 
.l 

'd = 8000 pulses per second 

slit width = 2.4 minutes of arc 

slit length = 4 degrees 

background = 100 tenth magnitude stars per square degree 

Then 

TS = Tf = .107 ms 

hb = . 14 pulses per second 

Thus 

Tabulations of p, for stars of magnitude 1 through 9 appear in Table 1. 

For the Simple Method and a star of fourth magnitude, the value of -r for 

which P is closest to .9 is r = 7. 
r 

This value of r is used to calculate P7 

for stars of other magnitudes. The General Electric Company (1962) has 

published a table of the Poisson distribution. 
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TABLE 1 

MEAN NUMBER OF PULSES FROM STARS 

Magnitude of Star 1 2 3 4 5 6 7 8 9 

hs (photons/second 3.25~10~ 1.3x107 5x106 2x106 8.2~10~ 3.3x105 1.3x105 5.2~10~ 2.1x104 

P 192.6 77.6 30.4 12.7 5.7 2.805 1.623 1.164 .981 
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For the Compare Method, let 

Then 

= Pr (detecting an n th 
inn magnitude star centered in the slit) 

= Pr (detecting an n th 
inn magnitude star on first scan) 

* Pr (detecting an n th magnitude star on second scan) 

The value of -r for which ln4 is closest to .9 is 7 = 6; ln4 = .937 for 7 = 6. 

This value of 7 is used in evaluating inn for other values of n.* . 

For the Sum Method, let y2(t) = y(t) + y(t-1). Assume y(t), y(t-1) are 

independent Poisson processes with common parameters G(t). Then y 2 (t) is 

Poisson with parameter 2p(t). Let 

= Pr (detecting a star of n th 
2nn magnitude which is at the center 

of the slit at time t-l and t) 

The value of r for which 2n4 is closest to .9 is r = 17; 2rr4 = .925 for T = 17. 

This value of r is used to evaluate 2nn for other values of n. 

In one scan the slit covers 1440 square degrees. Based on data from 

Jc A convenient table of the Poisson distribution has been published by 
General Electric Company (1962). 
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Allen (1963) we can estimate the number of stars in the scanned region. See 

Table 2. The expected number of detections in one scan is the product of the 

number of stars and the probability of detection. The probability of detection 

and expected number of detections are presented in Table 3 and Figures 2, 3, 

and 4.- 

A comparison was also carried out for the system described in Table 3 

of Section VIII (page VIII-36). The OPSCAN program was used to design the 

system using the Compare Method and the Simple Method of star detection. This 

was done for ten photomultipliers. Figures 5 and 6 indicate the results of 

this automatic design program by comparing the expected number of weak star 

detections and the aperture diameter as a function of photomultiplier and 

star detection method. 
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TABT.& 2 

DENSITY OF STARS 

Number of Stars Per Square Degree Number of Stars Per Scan Between 
n Between Magnitudes (n-k, n-l-2) Magnitudes (n-%, n-t%) 

1 3.83 -4 x 10 .522 

2 1.4 x lo-3 2.02 

3 4.9 x lo-3 7.06 

4 1.57 x lo-2 22.6 

5 4.75 x lo-2 68.4 

6 1.45 10 -1 x 209 

7 3.9 -1 x 10 562 

8 10.95 x 10-l 1577 

9 3.2 4608 

VII-10 



TABLE 3 

COMPARISON OF DETECTION METHODS 

Probability of Detection 
Expected Number of Star 
Detections in One Scan 

Simple Compare Sum Simple 

1 1 1 .552 

1 1 1 2.02 

1-4.4x10 -7 1-6.4x10 
-15 1 

I 7.06 

.93 .937 .925 1 20.3 

.217 .I2 

8.22~10-~ 6.05~10-~ 

2.87x10 
-4 

2.13x10 
-6 

3.02~10-~ 4.45~10-~ 

8 .94x1O-6 5.48x10-' 

4.4x1o-2 14.8 

2.73~10-~ 1.72 

I 

< 10 -8 1.61x10-l 

4.76~10-~ 

4.12~10-~ 

Compare 

.552 

2.02 

7.06 

20.3 

8.21 

1.26x10-l 

1.2ox1o-3 

7.02~10-~ 

2.53x10 
-5 

J 

Sum 

.552 

2.02 

7.06 

20.3 

3.01 

1.26x10-l 

:5.62~10-~ 

1- 
Expected Number of Star 

Detections of Magnitude 1 n 

Simple Compare 

46.7 38.3 

46.1 37.7 

44.1 35.7 

37.1 28.6 

16.8 8.34 

1.70 1.27x10 
-1 

2.50x10-l 1.30x10 
-3 

8.88x1o-2 9.55x1o-5 

4.12x1o-2 2.53x10 
-5 

32.9 

32.4 

30.4 

23.3 

3.01 

5.71x1o-3 

<5.62x10 
-6 

~+l = 8 TT-kl = 7 ~+l = 8 
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B. Multiple Slit Techniques 

From a theoretical point of view, the slit width and angle accuracy are 

directly related. Thus, by decreasing the slit width and the blur circle 

diameter, one obtains better angle accuracy. In practice this is not always 

the case. If the slit width is decreased, the optical aperture must be in- 

creased or the scan period must be increased to insure that a sufficient number 

of photons are obtained. To obtain an angle accuracy less than ten arc seconds, 

the aperture and scan period are prohibitively large in many cases of interest. 

Also a narrow slit requires high optical resolution. 

An alternate approach to obtain high angle accuracy is to use multiple 

slits with a correlation technique. In this way one can obtain high angle 

accuracy with a reasonable aperture and scan period. The basic technique is to 

correlate the output of the photodetector with an electrical replica of the 

multiple slit pattern. If the peak output of the correlator exceeds a preas- 

signed detection threshold, a star is to be present at the time corresponding 

to the peak output. 

When designing a multiple slit scanning system, a basic problem to solve 

is the arrangement of the slit pattern. The number of slits is determined by 

the signal requirements; the slit widths are determined by the required angle 

accuracy. These problems are considered by Andreyev (1963a, b) and Jauregui 

(1962). 

A slit pattern is selected so that the autocorrelation function has a 

relatively simple form. A multiple peaked correlation function significantly 

complicates star pattern recognition. Listed below are some desirable 

features of the autocorrelation function: 
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Condition 1) The autocorrelation function R(t) should increase to its 

peak value and then decrease. 

Condition 2) The central peak should have the narrowest possible width. 

The central peak should resemble the correlation function of one 

slit with itself. 

Condition 3) The entire length of the pattern should be as short as 

possible. A trade-off exists between low off-peak correlation 

values and short pattern length. 

The task of finding a suitable slit pattern f(t) having these autocorrelation 
9: 

properties is complicated by the fact that f(t) must be non-negative. One 

example of a binary sequence satisfying the above listed requirements is 

f(t; m, n, k) = 1100101, with n = 7, m = 4, and k = 1. The parameter n 

signifies length of the sequence and m the number of 1's. The parameter k 

signifies the maximum off-peak correlation value. The autocorrelation 

function of this sequence when interpreted as a series of adjacent pulses of 

unit width is shown in Figure 7. 

The autocorrelation function shown in Figure 7 has all of the desirable 

features set forth earlier: 

(1) It is monotonically decreasing as one proceeds from the peak 
value. 

(2) The central peak could be narrower only if R(-1) = R(1) were 
equal to zero. For binary sequences f(t; m, n, k) the factor 
of increase in the central peak width of R(t) over what it 
would be for the autocorrelation function of a single pulse of 
unit width is m/(m-R(1)). One way to remove this increased 
width is to make R(1) = R(-1) = 0. This precludes satisfying 
Condition 1. 

>b Construction of specific autocorrelation functions is described by Hofstetter 
(1964). 
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FIGURE 7 : AUTOCORRELATION FUNCTION 
R(t) OF f(t,4,7, I) 
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. 

(3) The length of the pattern shown in Figure 7 is the least 
possible for the given values of n, m, and k. A formula may be 
obtained which relates n, m, and k. This formula assumes that 
the autocorrelation function has the form 0, 0, 0, 1, 2, 3, 
. . . k-l, k, k . . . k, m, k, k, . . . k, k-l, . . . 2, 1, 0, 0, 0. 
Under these restrictions 

n= mh-1) + k t k+l) 
zk 

Table 4 shows some results of Equation (1) for selected values of k and m. 

It must be remembered that this formula may represent binary sequences which 

do not exist. For example, it is known that it is impossible to achieve 

n = 11, m = 5, k = 1 as a binary sequence. While n = 12, m = 5, k = 1 does 

exist, it does not satisfy Condition 1 stated earlier. However, there may 

be a number of situations in which this condition can be relaxed. 

Table 4 also shows the results of a construction algorithm which has 

been used to generate binary sequences. The resulting sequences do not 

satisfy Condition 1 in many cases but do satisfy Conditions 2 and 3. These 

sequences have a central peak in their respective autocorrelation functions 

which are wider by a factor of m/(m-k) than the correlation function of a 

single unit pulse. 

The algorithm begins with a pair of adjacent 1's. For example, suppose 

that we wish to construct a sequence which contains seven ones and whose 

maximum off-peak correlation value is 2. Start with 

x1 x2 .......... 

1 1 .......... 
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TABLE.4 

ALJTOCORRELATION CODES 

m k n 
Number of Slits Specified Actual 
and Autoc orre lation Autocorrelation Code 

Peak Noise Length 

n = m(m-l)+k(k+l) 
2K 

1 
2 
3 

0 
1 
1 

1 
2 
4 

2 
4 

4 1 7 7 

5 1 12 11 

6 1 21 16 

14 
31 

7 
7 

2 
1 

12 
21 

8 2 23 16 
8 1 45 29 

10 2 39 24 
10 1 81 46 

4 99 50 20 

30 5 196 90 

50 10 358 128 
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The length of the sequence will be called], which is 2 in this case. For 

the value of t > 0 at which R(t) is for the first time less than the specified 

off-peak maximum, which in this case is 2, make the following addition. Let 

Xt+l= 1. The new value of 2 is now changed so that the new q is the sum of 

the old value of i and t. Following this approach, one produces 11101001100001. 

The process is terminated as soon as seven ones have been employed. According 

to Equation (I), the sequence might possibly have had a length of 11 instead 

of the length 14, which was obtained. It has been found that modifications 

to the above procedure can be made to produce shorter sequences. However, 

no systematic method of improving the process has yet been descovered. It 

appears that the greatest potential improvement exists in the range 

lOO<n<400 and l<k<lO. Table 4 shows that in this area the method 

described falls far short of what may be expected with respect to length of 

sequences for a specified off-peak maxima. Furthermore, these binary 

sequences almost invariably fail to have monotonically decreasing autocor- 

relation function. 

In general, for photon-limited operation, m D2 T is constant. Thus, if 

a system involving m = 10 slits were employed, it would be possible to reduce 

the optical aperture D to about l/3. Alternatively, the scan period T could 

be reduced by a factor of 10, and this would represent an important advantage 

for guidance systems for which high sampling rates are required. It is to be 

noted that these improvements resulting from the use of multiple slits are 

achieved with no loss in angle accuracy, as would result if a single slit were 

widened by a factor of 10 to compensate for a reduced D or T. As shown in 
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Table 4, the length of a code with a maximum off-peak correlation of one, k = 1, 

would be 81 elements long. 

VII-23 



ElULTIPLE OBSERVATION TECHNIQUES 

C. Correction for Sensor Motion 

If the frame to which the scanning sensor is mounted is undergoing 

random changes in orientation as a function of time, then it is undoubtedly 

impossible to compensate analytically for this random motion. However, if 

the frame is undergoing some systematic change of orientation, then it 

is possible to account for such changes. 

In a previous study, which was supported as Task 5 under the same 

contract as the present study, it is assumed that the scanning slit(s) was 

rigidly attached to a body. The body itself was that assumed to be rigid, 

torque-free, and nearly symmetric. Under these assumptions, it was shown 

that it is possible to analytically compensate for the vehicle's orientation 

motion. 

Theeffect of sensor motion is pictured in Figure 8. For this figure we 

assume rigid body torque-free motion with a half-cone angle or precession 

angle of 9 = 2'. From this figure, we note that the time between successive 

transits of the same star, t i+l - ti' is not constant. This fact may cause 

some concern if scan-to-scan correlation techniques are utilized. For 9 = 6' 

the effect is about ten times greater than that shown in Figure 8. 

+c For a complete discussion see "Final Report: Stannapper Attitude 
Determination," prepared for NASA Langley Research Center by Control 
Data Corporation, 1965. 
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VIII. SYSTEM DESIGN 

Once the instrumentation is defined and the radiation environment is 

known, it is possible to tabulate a primary set of parameters, as shown in 

Figure 1. For systems of the type we are considering, this set might number 

between twenty and fifty quantities. Proceeding to the left in Figure 1, the 

primary set of parameters can be used to devine the gross system character- 

istics, i.e., weight, size, power, cost, and reliability. Proceeding to the 

right, the primary set of parameters can be used to derive a set of signal 

and noise parameters, i.e., number of photoelectrons from star, effective 

number noise photoelectrons, detection threshold, etc. From these quantities, 

the characteristics of individual star transits can be evaluated. These 

characteristics are (1) the probability of relative detection, (2) the ex- 

pected number of false detections per scan, (3) nns accuracy of the star 

transit measurement, and (4) the rms accuracy of the intensity measurement. 

Finally, a set of system performance characteristics are established. This 

set contains two characteristics --the rms angle accuracy about the three 

attitude axes (o ) T and the probability of making the correct celestial pattern 

recognition (P,). When proceeding in the direction of the arrows in Figure 1, 

one aiways passes in the direction of fewer parameters: 

This occurs because of the inherent nature of analysis; i.e., no design freedom 

exists once the problem is defined. When proceeding in this manner our 
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principal concern is the adequacy of the mathematical transformations repre- 

sented symbolically by the arrows (+). 

If we proceed in a direction opposite to that indicated by the arrows, a 

problem of system SYNTHESIS presents itself. Because of the nature of the 

synthetic process, more than one set of primary parameters can be used to 

obtain the system characteristics, extreme right or left. 

It is obvious that a high degree of arbitrariness exists when synthesizing 

new systems, and any number of designs might adequately meet the requirements 

established at the extreme right or left of Figure 1. 

In practice, one designs a sensor using a hybrid analysis--synthesis 

technique. Any type of parameter can serve as a starting point. Values of 

certain parameters are specified; bounds are placed on other parameters. One 

then tries to optimize the system. In subsection B we have developed a computer 

program that implements this concept and efficiently designs scanning optical 

systems. A simplified flow chart is shown in Figure 2. In this program, 

values are specified for, 

(1) number of photoelectrons from limiting magnitude star during 
the slit transit, 

(2) scan period and scanning geometry, 

(3) quantum efficiency, 

(4) optical efficiency, 

(5) ratio of image diameter to slit width, 
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(6) number of star detections required per scan, 

(7) probability of detecting required number of stars, and 

(8) number of scans which are correlated. 

Upper bounds are placed on the expected number of false star detections and 

the rms star transit error. W ith these constraints the optical aperture is  

minimized. Consequently, volume and weight are minimized. W ith this program 

one can derive and analyze a design in a few minutes, considering many pointing 

directions. 

The basic relationships between s ignal and noise are illustrated in 

F igure 3 relative to s lit width and optical aperture. All of the sensor 

parameters are fixed except s lit width and optical aperture; the image dia- 

meter is  always equal to the s lit width. In the region marked "dark current 

noise" the photomultiplier dark current noise is  the dominant source of noise. 

Similarly, s ignal photon noise and stellar background noise dominate in the 

regions so marked. For values of s lit width and optical aperture in the 

"operating domain" the s ignal-to-noise ratio is  sufficiently large to permit 

reliable discrimination between s ignal and noise. Iteration steps of the 

automatic design program are marked in F igure 3. Initially, the design is  

noise limited. The s lit width is  decreased and the aperture is  increased, 

maintaining a constant s ignal level. The iteration stops when the operating 

domain is  reached. The aperture has the minimum value in the operating domain. 

A particular example is  discussed in subsection A. 
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A. Operating Domains 

In the design of a scanning optical system the two basic parameters which 

govern the relationship between signal and noise are the aperture diameter (D) 

and slit width (SW). Thus, restrictions must be placed on D and SW so that we 

have sufficient signal strangth along with a desirable signal-to-noise ratio. 

The composite signal has three components: 

n 
S 

= mean number of star pulses (signal) 

nd = mean number of dark current pulses (noise) 

mb = mean number of background pulses (noise) 

The relationships between the system parameters (D and SW) and the composite 

signal components are 

n 
S 

= kl D2(SW) 

nd = k2(sW) 

"b = kg D2(SW)2 (1) 

where k 1' k2' k3 are constants which are independent of D and SW. 

In the (aperture diameter)-(slit width) plane, several curves are of 

interest. These are curves corresponding to the equations, 

n =m 
S d and ms/(mb + nd) = Cl 

m 
S=% 

n =C 
S 2 

% = md (2) 

where C 1 is desired signal-to-noise ratio; C2 is desired constant value for ns. 

These equations produce the desired operating domain for the design, and 

can be expressed in terms of the slit width and aperture diameter by utilizing 

the equations in (1). 

VIII-9 



SYSTEM DESIGN 

Thus, 

ms=mb 4 SW= k,/k, 

(3) 

In order to determine explicit curves for the different relationships, it 

is necessary to consider a numerical example using specific values of k 
1' k2' 

kg, Cl, and C2. For the numerical example given in subsection B we find that 

kl = 24.6 Cl = 2 

k2 = 34.9 
c2 = 30 

kg = .689 

Thus, the equations in (3) above become 

ms=md --, D3 = \.l(t8 *S =mb - SW = 35.7 

*b = m,mJ 3 D2 = sO.?/sw WI,= 30 + Q”= I.2;L/sW 

*s =a - D a= so.7 
mb+mcf / (I7o+sw) 
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The graphs of these equations are illustrated in Figure 4. In the area 

to the left of the vertical line at SW = 35.7, ms > mb and in the area above 

the horizontal line at D = 1.19, ms > md. In the area above the curve mb = md, 

?I 'm d' In the area above the hyberbolic curve, ms/(mb + md) = 2, 

ms/(mb + md) > 2. In the area above the curve, ns = 30, ms > 30. 

Thus, in the area above the curves m 
S 

= 30 and [ms/(mb + md)] = 2 the 

signal-to-noise ratio, ",/<y, + md), is greater than 2 and the mean number of 

star pulses, n 
S’ 

is greater than 30. 

These principals are incorporated in the automatic design technique to 

be described in subsection B. This technique uses a constant ms as an input 

parameter along with an initial determination of the slit width based on 

accuracy requirements. Rather than use the signal-to-noise ratio to determine 

the acceptability of the design, the expected number of false star detections 

in one scan, E f' is used. The signal-to-noise ratio is not as direct a 

measure of system acceptability as is E f' On the other hand, Ef is more 

complicated computationally. 
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B. An Automatic Optimum Design Technique 

The design of a scanning optical system is a complex problem in that 

there exist many complex non-linear relationships among the various system 

design and performance parameters. System design is basically the technique 

of determining the design parameters after the performance parameters are 

specified. The design parameters can be represented as a specific set of 

functions of the performance parameters. In many cases these are implicit 

functional relationships. In addition to performance specifications, design 

constraints may necessarily be imposed as not all solutions are acceptable. 

The design problem thus reduces to solving a specified set of functions 

of the performance parameters within specified constraints. It is possible 

then to conceive of an automatic design program for a digital computer to 

determine the design. By its very nature, i.e., solution of mathematical 

functions, the problem becomes amenable in implementation on a computer system. 

System design would thus be achieved optimally and with much less tine than by 

conventional methods. 

The OBSCAN (Optimum SCANner) program uses a number of pe,rformance par- 

ameters to design an optical scanning system. In addition to the performance 

parameters, design constraints are imposed on the calculated design parameters. 

Some of the supplied parameters are maximum rns angle error, number of 

star detections required, probability of obtaining this many detections, the 

maximum number of false star detections, field of view, and scan period. Using 

these values the program designs a system with a minimum aperture for a 

specified number of primary photoelectrons. Many pointing directions are 
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examined to determine the smallest aperture necessary to operate for any 

pointing angle. Note that the pointing direction determines the signal-to- 

noise ratio. In many cases the initial determinations of the aperture diameter 

and slit width yield an unacceptable signal-to-noise ratio (Ef is too large). 

This can be corrected by decreasing the slit width and increasing the aperture 

diameter (see Equation (1) in subsection A). 

Different optimum designs can be determined with different fields of view 

and scan periods. The program does not attempt to find an optimum design 

among these because qualitative factors must be taken into consideration; 

such as, interception of bright objects in the field of view, vehicle motion, 

feasibility of optical design. Engineering judgment must be employed to select 

the appropriate final design. Thus, the program provides several optimum 

designs from which the evaluator may choose. 

The programming philosophy employed was to maintain functional modularity 

so that the basic functions could be easily modified. At the present tine, 

several functions are being calculated by simple, approximate techniques. At 

a later tine these functions will be replaced by more sophisticated and exact 

methods. The program organization will, therefore, allow these changes to be 

made with a minimum of difficulty. 

1. Program Description 

The general flow diagram of the OPSGAN program is shown in Figure 5. 

The program is organized around nine basic functions which are: 

(1) determination of maximum slit width, 
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(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

identification of the bright stars in the scanned area, 

determination of transit time, 

determination of aperture, 

determination of average number of background and dark current 
photoelectrons, 

determination of detection threshold, 

determination of expected number of false detections, 

determination of final rms transit error, and 

design evaluation. 

The equations used in this section were developed by Farrell and Zimmerman, 

(1965). Table 1 contains a symbol and definition list which is necessary for 

the following material. 

Determination of Maximum Slit Width (1) Given the average number of 

photoelectrons from the limiting magnitude star, the ratio of image diameter 

to slit width, and the maximum accuracy, the maximum slit width can be deter- 

mined. In the present program the maximum slit width is simply set equal to 

a multiple of the maximum rms transit error. In the most general case, however, 

a more complicated function of all three variables would be involved. In these 

computations the background and dark current are assumed to be zero. Conse- 

quently, the computed slit width is the maximum slit width with the specified 

rms transit error. Stellar background and dark current decrease the angle 

accuracy. 

9: The numbers in parentheses, such as (l), refer to boxes in Figure 5. 
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TABLE 1 

SYMBOL LIST 

TS 
= transit time in seconds 

SW = slit width in minutes of arc 

Y = inclination angle in degrees 

T = scan period in seconds 

FOV = field of view in degrees 

Y IWlX 
= maximum inclination in degrees 

m 
S 

= average number of photoelectrons from limiting magnitude star 

D = aperture diameter, in inches 

CY = fraction of pulses transmitted by threshold clamp 

% 
= effective quantum efficiency relative to an S-4 response 

60 = optical efficiency 

C = constant = 1.2 x lo7 

ML = limiting magnitude (photographic) 

m 
sP 

= previous value of average number of photoelectrons from limiting 
magnitude star 

D 

; 

= previous aperture diameter 

= average number of background photoelectrons during star transit 

NSL = number of slits 

NT = number of tenth magnitude stars per square degree 

md = average number of effective dark current pulses 

'd = effective dark current photoelectron rate 

PO = specified minimum probability of detection 

'i = probability of detecting a star of magnitude i 

7 = detection threshold 

NS 
= number of stars needed in the scanned area 

th m. = average number of photoelectrons from the i star in the scanned area 

;1 = average n * er of background photoelectrons from the stellar background 
near the i star 

Ef = expected number of false star detections 

E 
W 

= expected number of weak star detections 

% 
= maximum rms transit error in minutes of arc 

N 

SI 

= number of slit positions in the scanned area 

= scanned area (square degrees) 

N i = number of i th magnitude stars in scanned area 
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One such possible function is 

where SW = maximum slit width in minutes of arc max 

Of3 = maximum rms transit error in minutes of arc 

t = largest value of tl for which 

t, . p,i I- x 2c li-“’ 
j=O i! 

QO = specified minimum probability of detection for the limiting 
magnitude star with no background or dark current 

+ ]- k m: fyrn’ 
j-0 j! 

h w ere T= t, ttl,t+a) It+l, at+2 

m 
S = average number of photoelectrons from limiting magnitude star 

The slit width and rms transit accuracy as angles are measured across the 

center of the field of view with the vertex at the intersection of the spin 

axis and optical axis. This is depected in Figure 6, where SW' represents 

the slit width as measured by this technique and SW represents the slit width 

measured in a plane orthogonal to the spin axis. In the latter case, the slit 

width measurement is independent of this inclination, y. 

Identification of Bright Stars in Field of View (21 To identify the Ns 

brightest stars in the scanned area a stored star map is used. N is an input 
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parameter. The scanned area is defined by the pointing direction, s, inclina- 

tion angle, y, i.e., the angle between the optical axis and spin axis, and the 

field of view, FOV. The scanned area can be defined by the two angles 

y + FOV/2 and y - FOV/2. See Figure 7. 

To determine whether a star is in the scanned area, the direction cosines 

(P,, Qy> Q,) of the Pointing direction are expressed in galactic coordinates. 

The direction cosines of the star (sx, s 
Y' 

ss) are determined and the inner 
A ,. 

Product p . s is calculated. The star is in the scanned area if the inner 

product is greater than cos(y + FOV/2) but less than cos(y - FOV/2). The pro 

cedure is depicted in Figure 8. Summary of procedure: 

(1) Calculate P x, Qy> Q,. 

(2) Read in s 
X’ sy: sz' 

2 - 
(3) Calculate p l s = p s xx +ps YY + Q,Sz* 

(4) If cos(y + FOV/2) < p . s < cos (y - FOV/2) go to 5; otherwise go to 
next star, begin at Step 2. 

(5) Add 1 to N (N = number of stars located in scanned area). 

(6) If N > N terminate Procedure; otherwise, go to next star, 
begin atSStep 2. 

All stars in the scanned area are temporarily stored and the procedure is 

repeated until Ns stars are identified in the scanned area. The limiting 

magnitude is set equal to the magnitude of the dimmest star in this list of 

Ns stars. 
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Determination of Transit Time (3) The star transit time is calculated 

using the follming equations: 

The angular relationships between the spin axis, the optical axis, and the 

field of view are depicted in Figure 7. 

Determination of Aperture (4) The basic equation by which the aperture 

diameter is determined is 

% 
= u % E&Da5 10 '.4M‘ 

This equation results from the fact that the average number of photons 

per second, As, striking an optical system with aperture, D, is proportional 

to D2 10-0~~L or 

During the time of transit of the limiting magnitude star the average number 
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of photons striking the system will be Ts CD2 10 -a4YL. Th e proportion of 

photons transmitted by the lens is the optical efficiency so the number of 

photons from the limiting magnitude star transmitted through the lens is 

t.7; CD" 10 
-.@I, 

The proportion of photons converted to photoelectric pulses is the quantum 

efficiency. The photoelectric output of the limiting magnitude star is 

The effect of the noise generated by the photomultiplier can be reduced by 

using a threshold clamp at the output of the photomultiplier. This device 

transmits only those pulses exceeding a fixed threshold; the output pulses 

are clamped to a standard level. See subsection V1.B. If (Y is the fraction 

of the pulses transmitted, then 

m, = oc ~~ &,, 7-.-. C D= /dML 

The aperture diameter is 

3 D= I 
*s eye CT, /o-*'~~ I 

The calculated aperture diameter is compared against a previously stored 
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value. If the new diameter is larger it,will replace the previous value. 

Thus, the stored value represents the largest diameter determined up to that 

point. 

If the previous aperture diameter is larger than the current value, it 

will remain the same and the average number of photoelectrons from the limiting 

magnitude star is recalculated by (ratio of diameter squared). 

The value of D used for the last pointing direction determines the aperture 

diameter for the system. 

Average Background and Dark Current Photoelectrons (5) The average 

number of background photoelectrons is calculated by 

mb = 

The average number of dark current photoelectrons is calculated by 

m, = 
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Determination of Detection Threshold (6) The detection threshold is 

determined from the inequality 

fie P i represent probabilities of detection for each of the Ns stars in 

the scanned area and are evaluated by calculating the Poisson function or a 

normal approximation to the Poisson function. These probabilities are evaluated 

for various values of -rl and multiplied together to compare against pO. The 

largest value of -rl that still results in the joint probability being greater 

than pO is set equal to T, the detection threshold. 

To reduce the amount of time required to calculate the detection threshold, 

T, a starting value of 

is used, where 

arid 

= nz,; + Mbi +md 
k 

5 -W 
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In all cases mi is large enough so that a normal distribution gives a rough 

estimate of 7. 

Expected Number of False Star Detections (7) The expected number of 

false star detections, Ef, is calculated by determining the probability of 

detection of the background and dark current sources and multiplying this by 

the number of slit positions in the scanned area. The probability of detection 

of the background and dark current sources is 

The number of slit positions in the scanned area is 

The expected number of false star detections is thus, 

Final Transit Accuracy (8) The final transit accuracy is determined by 

solving for o 8 in the expression used to determine SWmax in (1). For our 

example we assume that the transit accuracy is proportional to the slit width. 
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Program Logical Structure The program begins by calculating the maximum 

slit width based on the required angle accuracy, without background and dark 

current. Using this value of slit width, a stored star map is scanned to 

identify Ns stars in the scanned area, and the star transit time and aperture 

are calculated. If the aperture is larger than the previously calculated 

aperture, it is stored. If not, the average number of photoelectrons from 

the limiting magnitude star is calculated using the previous aperture value. 

The program then calculates the average number of background and dark 

current photoelectrons and evaluates the detection threshold. Ihe expected 

number of false star detections is calculated and compared against a desired 

number of false star detections. If greater than the desired number, the slit 

width is reduced to 90 percent of its previous value and processing is 

resumed at the evaluation of star transit time. The steps from the star 

transit time function (3) to the expected false star detection function (7) 

are repeated with the slit width being reduced LO percent each time until the 

expected number of false star detections becomes Less than the desired number. 

At this point, the rms transit error is determined and compared against 

the maximum rms transit error. The background and dark current are included 

in the calculation. If the computed error is Larger than the maximum, the 

slit width is reduced once again by 1Sl percent and control is returned to 

the star transit time evaluation. Reduction of the slit width and repetition 

of the steps from star transit time (3) to transit error (8) continues until 

the computed transit error becomes less than the maximum. 

The above sequences are repeated using all pointing directions. The 
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largest aperture and smallest slit width from any pointing direction are the 

final design values. With these values the design characteristics are evaluated 

for all pointing directions. 

Design Evaluation (9) When a design has been determined, several quanti- 

ties that vary with the pointing direction are calculated and tabulated for all 

pointing directions. These values are the average number of background photo- 

electrons, the detection threshold, the expected number of false star detections, 

the limiting magnitude, and the expected number of weak star detections. 

In computing the expected number of weak star detections we concerned 

ourselves only with stars whose magnitudes were several magnitudes greater 

than ML' Special densities of stars in magnitude class M (M = 1, 2, 3, 4, 5, 

6, 7)* were recorded. A star of magnitude m is in class M if M - k (m (M -I- %. 

The stars of class M were assumed to be uniformly distributed over the sphere. 

For each pointing direction two magnitude classes were used to compute the 

expected number of weak star detections. If we let ML* be the closest integer 

to I-$y then the two classes considered were + 1 and The expected 

number of weak stars (Ew) is then 

The calculations necessary to compute the scanned area are indicated in 

Figure 9. 

9; Data taken from Allen (1963). 
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A more elaborate model for the stellar background has been developed in 

Section III-and this model will be incorporated in the OPSCAN program at a 

later time. 

Following the design evaluation, the results are printed. At this point 

the program is terminated. 

2. Numerical Example 

The following is a numerical example where a design is calculated and 

evaluated for a specific set of input parameters. The data are taken from 

Table 2 and the computer printouts in Table 3. Table 2 indicates how some 

of the parameters change as the program decreases the slit width and increases 

the optical aperture. The mean number of star pulses is fixed at 30. This 

looping process is carried out while examining a given pointing direction. 

Maximum Slit Width (1) A maximum slit width of SW = 1.447 minutes of max 

arc is computed using a maximum rms transit accuracy of o El = .241 minute of 

arc. 

Identification of Bright Stars in the Scanned Area (2) Using values of 

NS 
= 4 for the required number of stars in the scanned area, a maximum incli- 

nation of 24 degrees, a pointing direction of 10 degrees right ascension and 
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Pass No 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

TABLE 2 

CHANGE IN PARAMETERS WHICH CAUSR Ef TO DECREASE 

SW 

1.447 

1.306 

1.175 

1.058 

.952 

.857 

.771 

.694 

,624 

,562 

.506 

TS 

.00166 

.0015 

.00135 

.00121 

.00109 

a 00098 

.00088 

.00080 

.00072 

.000641 

.00058 

D 

.916 

.965 

1.018 

1.073 

1.131 

1.192 

1.251 

1.325 

1.396 

1.472 

1.552 

% "d 

1.21 50.66 

1.09 45.59 

.98 41.03 

.88 36.93 

.79 33.23 

.71 29.91 

.64 26.92 

.58 34.23 

.52 21.80 

-47 19.62 

.42 17.66 

‘. 

The mean number of star photoelectrons is held constant at 30. 

7 

67 

62 

58 

54 

51 

48 

45 

42 

40 

38 

36 

E 
f 

64.4 

52.6 

34.2 

25.2 

13.7 

8.23 

5.56 

4.34 

2.10 

1.11 

.65 
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minus ten degrees declination, and a field of view of 20 degrees, f-our stars 

are identified in the scanned area. The magnitude of the dimmest of these 

four stars was found to be \ = 4.3. 

Star Transit Time (3) From a scan period of T = 6 seconds, a star transit 

time of Ts = .00167 second is calculated. 

Aperture Diameter (4) Given values of quantum efficiency of s = .125, 
4 

optical efficiency of e, = .75, and the average number of photoelectrons from 

the limiting magnitude star of ms = 30, an aperture diameter of D = .916 inch 

is computed. 

Average Number of Background and Dark Current Photoelectrons (5) Given 

an average background of NT = 16 tenth magnitude stars per square degree, an 

average number of background photoelectrons of cb = 1.21 is computed. 

Given an average dark current rate of hd = 30,400 pulses per second, an 

average dark current of m d = 50.66 pulses is determined. 

Detection Threshold (61 Using a specified maximum joint probability of 

detection of p0 = .9, a detection threshold of T = 67 is computed. 

Expected Number of False Star Detections (7) Given a maximum expected 

number of false star detections of Ef = 1.0, a computed number of expected 
0 

false star detections of Ef < 64.4 is found to be too large. 
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As indicated by the flow diagram in Figure 4, steps 3 through 7 are re- 

peated with the slit width being reduced by 10 percent at each repetition until 

the expected number of false star detections falls below the maximum specified. 

Table 2 gives the values calculated for the variables involved in steps 3 

through 7 for 11 iterations. The last pass produced a value of Ef = .65, 

which was less than E 
fo 

= 1.0, and the process was terminated. 

EWS Transit Accuracy (8) An rms transit accuracy of .084 minute of arc 

was computed and found to be less than the maximum of .241 minute of arc. 

Evaluation of Printout The design for the scanning optical system is 

printed out in detail. The design is evaluated for all pointing directions 

used and the evaluation is printed for each pointing direction. Table 3 

depicts the actual computer printout of the design and the design evaluation. 

The OPSCAN program was used to design several systems based on the 

characteristics of various photomultipliers. These were done for two second 

and six second scan periods. The data resulting from these designs is found 

in Table 4. 

In Figure 10, a scale of diameter cubed is drawn where one side represents 

a two second scan period and the other side represents a six second scan 

period. The photomultipliers are located on the scale according to the 

aperture diameter determined for them. Because the weight is proportional to 

the aperture cubed, the scale also represents the weight relationships. 
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l O’TICAL SYSTEM 

ADFRTIIRE DIAHETEH 
FOCAL LFNGTY (MIN.1 
IMAGE DIAMETER 
FIELD OF VIEW 
FIELD OF VIFk SHAPE 
OQTTCAL EFFICIENCY 
O=TICAL ARRANGERENT 

SDECTRAL FILTER 

l DETECTOR 

TYPF OF DFTECTOQ 

TABLE 3 

COMPUTER PkINTOUT FOR THE OPSCAN PROGRAM 

l DESIGN FOR SCANYING OPTICAL SYSTEM t NO, l-02 

1.552 IYCJES 
1,552 IYCHES 
0,506 A?c MINUTES 

20,000 DEGREES 
CIRCULAR 

fl.75 
RFFRACTIUG OPTICS 

NONE 

PHOTUYULTI~LIER ERl 
95!4 3 

DARC CURRENT 3040G.00 PULSES PER SECOYD 
TIHF RESPONSE. 50.00 NAN3SEC3NDQ 
OUbNTllM EFFlCIENCY 0.1?50 
DSTFCTION TFCHNIuUE HOLnIhlG FI,TER,THQES~OLD 
RYS SPRFAD OF PULSE 

AMPLITUDES TO MEAN 1.22 
CATHODE SIZE 

CATRODE DIARETtR 1.75 IY, 

l PETIcLE CONFlGURATION 

uInTH OF SLITS 
LENGTH OF SLITS 
SLIT SHAPE 
cOnE PATTERN 

NUMBER OF CODE GROUPS 
COLOR CODE 
RELATIVE ORIENTAtlDN 

OF CODE GROUPS 

0,506 ARC MIN 0,228 n1I.s 
20.000 DEGREES 0,547 IN, 
TRUNCA TED SECTOR 
000100000000000000000000 
000000000000000000000000 

1 
NONE 
ONE RADIAL SLIT 

l rlOTION 

SCAN PERIOD 6.00 SECONDS 
ANGLE RETWiEN SPIN 

AXIS AND OPTICAL AXIS 14.00 DEGREES 
STAR TRANSIT TIME 

tCENTRAL RAY) 581.08 MICROSECONDS 
POINTING DIRECTIONS 

QIGHT ASCEYSION 0.00 TO 360.06 DEGREES 
DECLINATION .lO,OO TO ilo. D:Gt?EES 



l DESIGY EVALUATION + 

l TARGET CHARACTERISTICS l SIGNAL AND NOISE CHARACTERISTICS 

LIMITING STAR H~iiNlTU0f 4.30 P~OTOGRADHIC 
SRECTRAL CLASSES ALL 
PLANETS, SUN, OR EARTH 

IN FIFLO OF VIEH 

MEIN NUHBER OF PULSES FROM LlMlTING MAO 
STAR CURING STAR TRANSIT 30.00 

M E A N  NUtleER OF PULSES FROM STELLAR 
RACKGROUND DURING STAR TRANSIT 0.4249 

SIGNIFICANCE OF tAKTHS OUTSIDE ATMOSPHFR;  
ATMOSPHFRE 

M E A N  NUMRER OF PULSES FROM DARK. 
CURRENT DURING STAR TRANSIT 

PHnToGRAPHIC MAG, OF NOISE 
DETECTION THRESHOLD 
M E A N  VALUE OF OFF-PEAK MAXIMUM 

FOR CODE PATTERN 

RGINTING DIRECTION 
RIG;IT ASCENSION 10.00 DEGREES 
DECLINATION -10.00 DEGREES 

STAR TRANSIT CHARACTERlSTlCS FOR l SYSTFH CHARACTERISTICS 
LIWITING.MAGNITUDE STAR 

PGSITION ACCURACY 0.094 ARC MINUTES MINIMUM NUMBER OF STARS IN FIELD 
RELITIVF INTENSITY ACCURACY 0.23 OF VIEW WITH LIMITING MAGNITUDE 
PRORAPILITY OF OtTECTIOY n,9h AND RRIGHTER 4 
EXPFCTEn NUMBER OF HEAK ACCURACY OF ATTITUDE DETERMINATION 0.70 ARC MlNUTES 

STARS DETECTED PER SCAN 7.9131 PRnBABILITY OF CORRECT STAR-PATTERN 
EXPFCTEl l  NUWER OF FALSE RECOGNlTlON 0.9 

STAR DETECTIONS PER SCAN 0.5553 PATTERN RECOGNITfON TECHNIOUE 

M E A N  NUMBER Of STEPS FOR PATTERN 
RECOGNITION 



l TARGET CHARACTtRlSTlCS 

LIMITING STAR MAGNITUDE 1.37 PHOTOGRAPHIC 
SPECTRAL CLASSES ALL 
PLANETS. SUN, 04 EARTH 

IN FIFLD OF VIEH 

SISNIFICANCE OF tAHTYS OUTSIDE ATMOSPHERE 
ATHOSDHERE 

l DESIGY EVALUATlON + 

POINTING DIRECTlON 
RIGHT ASCENSION 90.00 DEGREES 
DECLINATION -10.00 DEGREES 

l STA? TRANSIT CHARACTERISTICS FOR 
LIM!TlN~sMAGdITUDE STAR 

POSlTlCN ACCURACY 0,034 ARC MINUTES 
HELATIVF INTENSITY ACCURACY n.05 
PQOQ4tJILlTY OF DtTECTION 0.91 
EXPFCTEP NUYBER OF WtAK 

STARS UFTECTED PER SCIN 0,ouno 
EXPFCTEM NUYtlER OF FALSE 

STAP ntTECTIOYb PFH SCAra 0,ilunn 

l SIGNAL AND NOISE CHARACTERISTICS 

MEAN NUMBER OF PULSES FROH L~HITING HAG 
<TAR DURING STAR TRANSIT 445.75 

WEAN NUMBER OF PULSES FROM STELLAR 
FIACKGROUND DURING STAR TRANSlT 2.2575 

MEAN NUHBER OF PULSES FROM DARK 
CURRENT DURING STAR TRANSIT 17.6640 

PHnToGRAPHlC HAG, OF NOISE 4.74 
DETECTION THRESHOLD 437,oo 
MEAN VALUE OF OFF-PEAK HAlrlHUH 

FOR CODE PATTERN 0,OO 

l SYSTFM CHARACTERISTICS 

MINIMUM NUHWR OF STARS IN ClELD 
nF VIEY WITH LIHlTlNG HAGNlTUDE 
AND RRIGHTER 4 

ACCURACY OF ATTITUDE DETERHINATION 0.70 AR: NIYJTES 
PRDGABILITY OF CORRECT STAR-PATTERN 

RECOGNIYION 0,9 
PATTERN RECOGNITION TECHNIOJE 

MEAN NUHGER Of STEPS FOR PATTERN 
RECOGNITION 



. DESIGY EVALUATION l 

l TARSET CHARACTERISTICS 

LIMITING STAR HAiiNlTUDt 3.70 PiOYOGRApHlC 
SpECTRAL CLISSES ALL 
PLANETS, SUN, OR EARTH 

IN FIFLD Of VltW 

SIGNIFICANCE OF t4RTHS OUTSIDE ~THOSPHERE 
ATHOSPMERE 

'DINTING DIRECTION 
RlGdT ASCENSION 150.00 DEGREES 
DECLINATION -10.00 DEGREES 

l SIGNAL AND YOlSt CHARACTERlSTICS 

MEAN NUMBER OF PULSES FRO!! LIMITING MAG 
STAR DURING STAR TRANSIT - 32,lS 

MEAN NlJM8ER OF PULSES FROM STELLAR 
pACKGROUND DURING STAR TRANSIT 1,128G 

MEAN NUMBER OF PULSES FROM DARK 
CURRENT DURING STAR TRANSIT 17.66QI 

PHOTOGRAPHIC HAG. OF NOISE 4.91 
DETECTION THRESHOLD - 33.00 
MEAN VALUE OF OFF-PEAK MAXIMUM 

FOR CODE PITTERN 0.00 

+ STAR TRANplT CHARACTERISTILS FOR + SYSTEM CHARACTERISTICS 
LIMlTINGs"AONITUDE STAR 

P3SlTIOM ACCURACY n,334 APC MIYIJTES MINIHUM NUMBER OF STARS IN FIELD 
RELAT~VF TlrlTENSITY ACCURACY O.lfl nF VIEU UITH LlHlTlNG MAGNITUDE 
PQORAPILITY UF DtTtCTIOV n,9;' AND BRIGHTEN 4 
EXPtCTEp NUMBER UF WEAK ACCURACY OF ATTITUDE DETERHINATIDN 0.30 AR: HIYJTES 

STARS 9FTECTED pi9 SCAl\r 0.0476 PRnBABILITY OF CORRECT STAR-PATTERN 
EXpeCTEn NUHUER UF FALSE RECOGNITION 0.9 

ST&R n'6TECTIONb PFH SCAN n.oonn PATTERN RECOGNITION TECHNIQUE 

MEAN NUMBER OF STEPS FOR PATTERN 
RECOGNITION 



+ DESIGY EVALUATION l 

P3INTING DIRECTION 
RIGHT ASCENSION 190.00 DEGREES 
DECLINATION -10.00 DEGREES 

l TARGET CHARACTERISTICS l SIGNAL AND NOISE CHARACTERISTICS 

LIMITING STAR MAGNITUDE 3.07 P-IOTOGRAPHIC 
SPECTRA1 CLASSES ALL 
PLANETS; SUNI OR EARTH 

IN FlFLD OF VltW 

MEAN NUMBER OF PULSES FROM LlHITlNG HAG 
<TAR DURING STAR TRANSIT 93,14 

MEAN NUMBER OF PULSES FRON STELLAR 
RACKGROUND DURING STAR TRANSIT 0.5445 

SIGNIFICANCE OF tARTHS OUTSIDE ATMOSPHERE 
ATMOSPHERF 

MEAN NUHEIER OF PULSES FROM DARK 
CURRENT DURING STAR TRANSIT 17.6646 

PHOTOGRAPHIC HAG, OF NOISE 4;04 
DETECTION THRESHOLD 96,Otl 
MEAN VALUE OF OFF-PEAK MAXIMUM FOR CODE PATTERN 0.00 

+ STAQ TRANSIT CHARACTERISTICS FOR l SYSTEM CHARACTFNISTICS 
LlHITING.~AGNITUDE STAR 

POSITION ACCURACV 0,094 ARC MINUTES MIN1HUM NUMBER OF STARS IN FIELD 
RELATIVF INTENSITY ACCUQACY 0.11 
PQORAPILITV OF DtTECTION 0.93 

OF VIEU WITH LIMITING MAGNiTUiE 
AND RRIGHTER 4 

EXPtCTED NUMBER OF WEAK ACCURACY OF ATTITUDE DET6RHINATION 0.60 AI: MINUTES 
STARS DETECTED PER SCAN n.oono PRfJBABILITY OF CORRECT STAR=PATTERN 

EKPFCTET! NUMBER OF FALSE RECOGNITION 0.9 
STAQ OETECTIONS PFR SCAN 0.00n0 PATTERN RECOGNITION TECHNIOUE 

MEAN NUMBER OF STEPS FOR PATTERN 
RECOGNITION 



l TARGET CHARACTtRlSTTCS 

LIMITING STAR MALiNITUDE 2.54 PioTOGRApHIC 
SDEETRAL CLASSES ALL 
PLANETS; SUN, OR EARTH 

IN FIFLD OF VItW 

SIGbLlFICANCE OF tARTHS OUTSIDC ATMOSPHER:  
AIHDSPHFRF 

l DESIGN EVALUATION l 

b3INTING DIRECTION 
RIGHT ASCENSION 270.00 DEGREES 
DECLINATION -16.00 DEGREES 

c STAR TRANSIT CHARACTERISTICS FOR 
LIMlTlNG~MAGNITUOE STAR 

POSITION ACCURACV 0,0R4 ARC MINIJTES 
RELITIVF INTtNSlTY ACCURACY 0.04 
PRORARILITV OF DETECTION 0.31 
EXpFCTED NUMbER Df W E A K  

STARS DETECTED PER SCAN 0,0un0 
EXPECTED NUWdER Of FALSE 

STAR DETECTIONS PER SCAN o,ouno 

l SIGNAL AND NOISE CHARACTERISTICS 

HEAN NUHBER OF PULSES FROM LIMITING HAG 

STAR DURING STAR TRANSIT 
HEAN NUMBER OF PULSES FROH STELLAR 

RACKGROUND DURING STAR TRANSIT 
M E A N  NUMRER OF PULSES FROM DARK 

CURRENT DURING STAR TRANSIT 
PHnToGRAPHIC HAG. OF NOISE 
DETECTION THRESHOLD 
M E A N  VALUE OF OFF-PEAK HAXIMUN 

FOR CODE PATTERN 

132.75 

2.1247 

17.6646 
4.73 

134,oo 

0.00 

l S Y S T E M  CHARACTERISTICS 

MINIMUM NUMBER OF STARS IN FIELD 
nF VIEW WITH LIMITING MAGNITUDE 
AND RRIGHTER 

ACCURACY OF ATTITUDE DETERPIINATION z.46 AR: ~ IWTES 
PRMBABILITY OF CORRECT STAR-PATTERN 

RECOGNITION 0.9 
PATTERN RECOGNITION TECHNIGJE 

M E A N  NUMBER OF STEPS FOR PATTERN 
PECOGNITION 



Photo- 
multiplier 

EMR 
541B-03 
Ruggedized 
DC = 4870/set 
QE = .37 

EMR 
54lA-01-14 
Ruggedized 
DC = 2540/se.c 
QE = .15 

ITT 
F 4027 
Not Ruggedized 
DC = 6340/set 
QE = .15 

ITT 
Ew-130 
Not Ruggedized 
DC = 9900/set 
QE = .15 

EM1 
9514B 
Not Ruggedized 
DC = 30400 
QE = .125 

D 

.928 

1.449 

1.449 

1.449 1.449 1.451 1.451 10 
90 

150 
190 
270 

10 
90 

150 
190 
270 

1.587 1.587 1.451 1.451 10 
90 

150 
190 

10 
90 

150 
190 

TABLE 4 

Sumnary of the System Parameters for Ten Photomultipliers 

2 Second Scan Period 

SW 

1.451 

1.451 

1.451 

Right 
Ascension 

ML ! ms mb 1 Mnoise “d Tau 
Ef E 

10 4.3 30 1.22 2.70 6.51 24 0 
90 1.4 445.8 

1.23 
6.47 2.70 5.59 427 0 0 

150 3.7 52.1 3.24 2.70 6.06 48 0 0 
190 3.1 93.1 1.56 2.70 6.42 83 0 0 
270 2.5 151.7 6.09 2.70 5.63 144 0 0 

10 4.3 30 1.22 1.41 6.94 23 0 .86 
90 1.4 445.8 6.47 1.41 5.75 426 0 0 

150 3.7 52.1 3.24 1.41 6.32 46 0 0 
190 3.1 93.1 1.56 1.41 6.81 82 0 0 
270 2.5 151.7 6.09 1.41 5.80 143 0 0 

10 
90 

150 150 
190 190 
270 270 

270 

4.3 3b 1.22 3.52 6.30 25 0 1.24 
1.4 445.8 6.47 3.52 5.49 428 0 0 
3.7 52.1 3.24 3.52 5.92 48 0 0 
3.1 93.1 1.56 3.52 6.23 84 0 0 
2.5 151.7 6.09 3.52 5.54 145 0 0 

4.3 30 
1.4 445.8 
3.7 52.1 
3.1 93.1 

1.22 5.50 5.92 27 
6.47 5.50 5.30 430 
3.24 5.50 5.64 50 
1.56 5.50 5.87 86 
6.09 5.50 5.33 146 

0 1.55 
0 0 
0 .Ol 
0 0 
0 0 

.23 7.96 
0 0 
0 .07 
0 0 
0 0 

1.22 16.89 4.85 36 
6.47 16.89 4.57 441 
3.24 16.89 4.73 61 
1.56 16.89 4.83 97 
6.09 16.89 4.59 157 



2 Second Scan Period 

Photo- 
multiplier 

Standard 
Not Ruggedized 
DC = 6330lsec 
QE = .lO 

EM1 
9514 s 
Not Ruggedized 
DC = 304fsec 
QE = .08 

DC = 128000lsec 
QE=.lZ 

EMR 
54l.b01-14 
Ruggedized 
DC = 35.6fsec 
QE = .03 

RCA 
lP21 
Ruggedized 
DC = 405000/set 
QE = .lO 

-- 

D SW 
, 

1.775 1.451 

2.049 1.451 

3.213 .369 

3.354 1.451 

6.623 .104 

Right 
Ascension ML “S mb 

10 4.3 30 1.22 
90 1.4 445.8 6.47 

150 3.7 52.1 3.24 
190 3.1 93.1 1.56 
270 2.5 151.7 6.09 

md M noise 

3.52 6.30 
3.52 5.49 
3.52 5.92 
3.52 6.23 
3.52 5.54 

Tau 
- 

25 
428 

48 
84 

145 

10 4.3 30 1.22 017 7.64 22 
90 1.4 445.8 6.47 .17 5.94 425 

150 3.7 52.1 3.24 l 17 6.66 45 
190 3.1 93.1 1.56 .17 7.40 81 
270 2.5 151.7 6.09 .17 6.00 141 

10 4.3 30 .31 18.1 4.83 37 .58 6.44 
90 1.4 445.8 1.65 18.1 4.76 437 0 0 

150 3.7 52.1 .82 18.1 4.80 59 0 .09 
190 3.1 93.1 .40 18.1 4.83 97 0 0 
270 2.5 151.7 1.55 18.1 4.76 154 0 0 

10 4.3 30 1.22 .02 7.76 22 0 .53 
90 1.4 445.8 6.47 .02 5.96 424 0 0 

150 3.7 52.1 3.24 .02 6.71 45 0 0 
190 3.1 93.1 1.56 .02 7.50 81 0 0 
270 2.5 151.7 6.09 .02 6.03 141 0 0 

10 4.3 30 .09 
90 1.4 445.8 .46 

150 3.7 52.1 .23 
190 3.1 93.1 .11 
270 2.5 151.7 .43 

16.15 4.97 
16.15 4.94 
16.15 4.96 
16.15 4.96 
16.15 1 4.94 

35 
434 

57 
95 

151 

.80 5.56 
0 0 
0 .05 
0 0 

0 



6 Second Scan Period 

Ef 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 

0 
0 
0 
0 
0 

.15 
0 
0 
0 
0 

0 
0 
0 
0 
0 

T-- 

DC = 4870lsec 
QE = .37 

EMR 
54lA-01-14 
Ruggedized 

ITT 
F 4027 
Not Ruggedizec 

ITT 
Fw-130 
Not Ruggedizec 
I)C = 9900jsec 
QE = .15 

RCA 
lP21 Standard 
Not Ruggedizec 
DC = 6330/set 
QE = .lO 

Right 
Ascension m 

S mb md M noise Tau 

10 4.3 30 1.22 8.12 5.57 29 
90 1.4 445.8 6.47 8.12 5.08 432 

150 3.7 52.1 3.24 8.12 5.36 53 
190 3.1 93.1 1.56 8.12 5.53 88 
270 2.5 151.7 6.09 8.12 5.11 149 

D 

.536 

SW 

1.451 

1.451 

1.451 

10 4.3 30 1.22 4.23 6.15 25 
90 1.4 445.8 6.47 4.23 5.42 428 

150 3.7 52.1 3.24 4.23 5.81 49 
190 3.1 93.1 1.56 4.23 6.09 85 
270 2.5 151.7 6.09 4.23 5.46 145 

10 4.3 30 1.22 10.56 5.31 31 
90 1.4 445.8 6.47 10.56 4.91 435 

150 3.7 52.1 3.24 10.56 5.14 55 
190 3.1 93.1 1.56 10.56 5.28 91 
270 2.5 151.7 6.09 10.56 4.94 151 

10 4.3 30 1.22 16.49 4.87 36 
90 1.4 445.8 6.47 16.49 4.59 440 

150 3.7 52.1 3.24 16.49 4.75 60 
190 3.1 93.1 1.56 16.49 4.85 96 
270 2.5 151.7 6.09 16.49 4.61 157 

10 4.3 30 1.22 10.55 5.32 31 
90 1.4 445.8 6.47 10.55 4.92 435 

150 3.7 52.1 3.24 10.55 5.14 55 
190 3.t 93.1 1.56 10.55 5.28 91 
270 2.5 151.7 6.09 10.55 4.94 151 

-!I?!- 
2.6 

0 
.02 
0 
0 

.837 1.91 
0 
.Ol 
0 
0 

3.70 
0 
.03 
0 
0 

4 
H 
H 

‘: 

% 

.837 

6.94 
0 
.09 
0 
0 

.837 1.451 

1.451 1.025 3.67 
0 
.03 
0 
0 



6 Second Scan Period 

Photo- 
multiplier 

EM1 
9514s 
Not Ruggedized 
DC = 304/set 
QE = .08 

EM1 
9514B 
Not Ruggedized 
DC = 30400jsec 
QE = ,125 

EMR 
54lD-01-14 
Ruggedized 
DC = 35.60fsec 
QE = .03 

RCA 
C70113A 
Ruggedizcd 
DC = 128000/se( 
QE = .12 

RCA 
lP21 
Ruggedized 
DC = 40500/set 
QE = .lO 

D 

1.183 

1- 

t 
L SW ' 

Right 
Ascension 

1.451 10 

1.552 .506 

1.936 

3.491 

7.195 

1.451 

,104 

,029 

90 
150 
190 
270 

4.3 30 1.22 .51 7.40 22 
1.4 445.8 6.47 .51 5.88 425 
3.7 52.1 3.24 .51 6.56 46 
3.1 93.1 1.56 .51 7.20 81 
2.5 151.7 6.09 .51 5.94 142 

Ef 
0 
0 
0 
0 
0 

E, 
.7 
0 
0 
0 
0 

10 4.3 30 .42 17.67 4.85 36 
90 1.4 445.8 2.26 17.67 4.74 437 

150 3.7 52.1 1.13 17.67 4.81 59 
190 3.1 93.1 .54 17.67 4.84 96 
270 2.5 151.7 2.12 17.67 4.75 154 

.66 
0 
0 
0 
0 

i.9 
0 
.O 
0 
0 

10 4.3 30 1.22 .06 7.73 22 
90 1.4 445.8 6.47 .06 5.95 424 

150 3.7 52.1 3.24 .06 6.70 45 
190 3.1 93.1 1.56 .06 7.47 81 
270 2.5 151.7 6.09 .06 6.02 141 

.5 
0 
0 
0 
0 

10 4.3 30 .09 15.31 5.02 34 .63 5.64 
90 1.4 445.8 .46 15.31 5.00 433 0 0 

150 3.7 52.1 .23 15.31 5.01 56 0 .05 
190 3.1 93.1 .ll 15.31 5.02 94 0 0 
270 2.5 151.7 .43 15.31 5.00 150 0 0 

10 4.3 30 .02 13.68 5.15 33 
90 1.4 445.8 .13 13.68 5.14 431 

150 3.7 52.1 .07 13.68 5.15 55 
190 3.1 93.1 .03 13.68 5.15 92 
270 2.5 151.7 .12 13.68 5.14 149 

.50 
0 
0 
0 
0 

4.05 
0 

.03 
0 
0 

m S mb md M noise Tau 



Six Second 
Scan Period 

Figure 10: 

RCA IP21 * 

RCA CfOll3A w 

EMI 95148 w 

EMR 9514 S + 

RCA IP21 S * 

EMR 541A 
ITT F4027 m 
ITT FW-130 

EMR 5418 w 

(APer 

100 

ioo 

* RCA IP2l 

DO 

i0 
4 EMR 541 D 
* RCA C70113A 

0 
e EMI 9514 S 

+ RCA IP2l S 

4 EMI 95148 
* EMR 54lA 

ITT F4027 
ITT FW-130 

I.0 
4 EMR 5418 

0.5 

Weight 
‘We Cubed) 

Two Second 
Scan Period 

Relative Merit of Various Photomultipliers 
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3. Program Listing and Input Description 

COwUw ~~UMID~~W~FOL~Sti~~SGI~AH~FOV~C~~ED~SWl~5~~DL~AI~TI~~~E~~TS~ 
~SOP~~F~~LIF~,S,~OP,FMR~F~D~TA~~~~OG,SGA~,S~~I] ,PTCINS*ADD.SEN~P~~S, 
2RP~1,F~~~I~rUP~I,DPHI1~PT.A.GL~Sw2~TSl,Dl~D2~NSL,~Il,r~~~F~~,r~~, 
lSEblrFMS1 .F~C~~PMA~~IU.E.FIFSD~~‘GA~M,NSCDR~SWP~WDI~ 

DI*ElUSlUN P(31)) 9 F(30). \I(301 9 AR(78) l Cb’t8) 9 COP(60) l 

1 PAKl(l(3nl .lHSt30.30) rRPH (30) rtiPH (do) rPk(l)137) 9 
lFMSB(3b) rFbHT (30) rPDUF#l (30) 9 
lm(lrmu)~ x(1000), ~(lno3). z(1no0)~I.c~1~0o) 

CALL IWUT 
TIRk=gu. 
DTP=.O174’532YZ52~ 
RTD=57*24’5779~18 
HE~Itvr! 3 
READ ]FUl’l!T TAPE 3, hr (IC(J) 9 BR(I)r %(I)* Y(1) 9 Z(T)r I = lrlOO0) 

6 FOhMAl (3%. 139 k9.2r 3k13.R) 
WEwIND 3 
REPO ~~~O.TEH~~FMSF,~AY~~F~~~/.SP,SGA.~~,A,PT~~~AL,~~S,~JP~I~T,~~~CU~ 

3610 FOkMAT(lO(FS.~rl~) r3fIlirlX)) 
REPD3620v (AR(L) r1=34*41) ~DLIEQ,wDIAI (AR(I) rI=71.7R) 

3620 FO~kAT(&C6,lX*F9.2~1~~?F~.2/H~6) 
READ363OrfRPH (IlrUPH (l)rHAKlO(I)rAO~PT(I~~I=l~NPOIl~T~ 

3630 FORMAT (4 (Fh.79 1X) 1 
SP=3. 
DO 104u N5;P=l*9 
SP=SP+3. 
RPnI=]O 
GPnll=lO 
DPnl=-11 
DPhIl=-11 

DMLX=O 
AI=GAF*M-F0vQ.b 
AL=COSb (DTR”GhMM) 
AlJ=COSk (DTk”tUAMM-kOV)) 
SkP=S(,M*] FkP 

C SW 1s MFtiSlJHED FROIll SRIN AXIS 
SC=Swp/SIhlF (ljlR*AT) 
JlIwPL=U 

C LOOP DN FUINT]NI, DIkFl;TJ(JvS 
DO 900 L=lr’~lJuIFtI 

161 COh’TIF.uE 
c LJk1’FwIl’~E LIMITING YAGNITUDE 

CALL DiHCr)S(wi (I.) rL)bi (L)rXPHlrYPHlrZeiI) 
NN q 0  

DO 5 ] = l,lOUO 
FIP = X(l)*XPnI + Y(l)++YPHI l Z(l)‘ZhI 
IF (kIp’-All) I9 79 id 

7 IF (FIti;-AL.) 3, n* 8 
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8 NN = h.N + 1 
IBS (L,NN) =I 
IF (NY’NS) 3, 9, 9 

3 IF’ (bpiI)-4.S) 5r 1589 15A 
158 PRIrvT 159*kN*~OV 
159 FO~MAT(//,~X.~,~,~~H STAHS PRESENT IN FOV OF FEI.~~~X,~HDE~I?:ES) 

GO TO 900 
5 CGhTIWk 
9 FML=t(~t11 

850 TS=Sbw*SP/216UU. 
FMS=F k+F 
SGAC=- 1 
FWD=bL+‘TS*A 
D = SnhTF (FW/ (~*kn*kO*l.2oE7’EXPF (-.92103‘+04*FML) “TS) ) 
IF(C)-PMAX) 91Uq920r920 

910 FhS=FvnS* (DcAX/D) **Z 
D=GFIAX 
GO TO 93U 

920 GcAx=r 
930 FMk= ~~SLQAoEt~“EO”TS~fil iJ*sd+ (Au-AL, *HAK 10 (L ) *1)*“2”2U. 

C OtTtkCiINE !HfkSHOLl) TAU 
DO 700 l=lrNS 
INDO=I~S~L*I) 
FMS~(I)=F~S~~XPF(?.~G~~~~~~~G*.~~(FML-UH(I~~U))) 
FMfi7 (I) =k#SH (1) +Fh*b+FhD 

700 COhT IhUt 
I’TPU=Fr;bl (tuS)-SUr(TF (FMHT(NS) )‘1.28 
IrUT=O 
JhrT=u 

750 TPkGti=l 
DO 710 I=l.rJs 
CALL pt(UUEC(I!AUrFMHT(J),PWn(I),NSCG~) 

710 TP~uu=TP’HoH*WD(I) 
IF(lvFUt--PI) ~30r7%01740 

730 ITLU=I-IfiU-1 
INl=l 
IF(IIuT-JNT) 1c1*721,750 

740 Jkl=l 
IF (IN’l-JluT) 7-/0*120,720 

770 ITAU=IlkU+l 
Gc, TO 750 

721 TPhGb=l 
DO 713 I=l,r,J5 
CALL pHUDEC(l IAUIFMBT(I) rPWD(I) ,NSCC)H) 

711 TPGGb=iP~Ob*P*D(l) 
72~ CG~TINUE 

PTC=PW (NS) 
TALJ=ITAIJ 
ITC=ITAU 
FM4GS=kCIb+FM~ 
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CALL PHOUFC(1 IC,~~~UOSIPFS~.~ISCOR) 
EkFSUS=PF Sr~*w’/Ts 
IF (ENFbkS-EFfiL) ~lUrHlO,flDr~ 

800 CGhql Iwt 
SW=.Yobh 
sbvP=.9”5wP 
GO 70 a5iJ 

810 COwTlh’UE 
820 CO&T 1~ Uk 

IFtJurrL) 9(~u~YOu.l~)Oo 
Yori COhT lh#Uk 
155 CALL PHINT(C)) 

Sb~l=~bk/T~ttP 
L=0 
JUwl-L= I 
GO 10 Il~1l-J 

1 GO0 ML = F l-11. + 1 . 3 
ML? = ML + 1 

116 SA = (b(J - AL)/2. 
F (q”-] ) = F1,,5 
SE r.8 = 0. 
00 13c 1 = I+tL., ML7 

13n F(1) = .39~“kiI-l) 
DO 150 I = Ml.9 ML.? 
F(i) = k(l) + FPIU + FF’I) 
CALL C’KUDFC (lTC* k-11). P(I),hSCOQ) 
Eb. = SA*N ( I ) +rr ( I 1 

150 SF ha = th + Sk13 
FL~tlU=~.31W!att~09~n 
PhAbN=il.>ccLObr (F~~/(FFI~:*FY~I) )/FLhl1O+FvL 
TSDSWZ 1 b’*n**2”Sk 
SGl 1=SbtiTF (F”lb+F-W+FYL)) iFVS 
CALL ~=nl~T(l) 

1010 L=L*l 
IF(L-F~DIrur) 102Ll.ln~iJrl330 

1020 CO~ll Ibut 
ADLI=AI)IJFI~ (1 ) 
wrlI=wt-t(L) 
DPrlI=c~rn (L) 
Itv[~CI=~hS (1 .FlS) 
FhL=bb ( 1 Nr)o) 
FMS=W~~(J~FO~~~~~~.?~~~IJ~~~~FXP~ (-.921034U4*FML) 
GO TU 9jO 

1030 COhl 1rdJt 
1U4ll COY1 IPUt 

ENr> 
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.tiUI#011~1NF: DlhCOS (Ri-a~ DEC. X1 Y* z) 
OTW=.~17453292520 
RAD=HA*Ul I? 
DECD=fkC*DTR 
cDEC=cuSF(DECU) 
XTtCO5F (HAD) KDEC 
YT=SIrd (HAD) *i;DkC 
ZT=SIt.+ (DECD) 
x = - .2079116Y’XT l .978147hD*YT 
Y = -.4YS2l2W*XT - .u976DA63*YT - .W294759*LT 
Z = -.t%3653(J(*X1 - .lH357513*YT + .~6947156*LT 
HElUW 
END 

SUbhOCI-f I NF L’.‘MNUQ(XrC.FY,FSrV) 
V=C+tiI((X-FM)/Fb) 

C*(VAI ut OF CUM. NURMAL ~11~ MEAN FM AND S.0. FS) 
PX=X 
PY=( (F~-FM)/F~)~.7U7106761~9 
Y=AbSF tFY) 
D=l (( f ~~.~~~~~~30~36~Y+.~,~~2765672~~Y~.OOO~520143~~Y+.~~~92~~~~~72~~Y 

l*.c1422~201?3)“Y+.~7~5231~7~~~~Y+~.)*~l~ 
EWF=l.-1./r* 
V=.5*(1.+EkF)*C 
IF(l-Y) 20.30rdn 

20 V=C-V 
30 RETUkrl 

END 

SUPWIJI 1%~ P~UDEC(IUTAU.~YPT,VPT,NSC) 
FMPT=MEAN NTAU=TflHEbHDL 0 VPT=TAIL VALUE 

SUMS Iht IAIl- STr4RTlwb AT wTAIJ+~.NSC=NO OF SCANS COkHkl.ATED 
IF (FMk’I-50.1 3Or3r)*40 

40 FTPU=F: CPU 
SDV=S(;Hlk (FMPl) 
CALL CU~~NnW~F~AU*l.rF~Pr~sDv,vPTc~ 
VPT=(1 .-VPTC) **kc 
RE TUKr 

30 COr!T Ivuk 
TFnh=] 
DO 10 J=l,k,TUu 
DIv=lU’jAU-.J+l 

lo T~~~~=lt~Y9FMPI/DlV+l. 
VPT= (1 .-EXPF (-FMPT) *TERM) *WSC 
IF (VPT-. lF-5) 15r20120 

15 VPT=U 
20 HETUhP 

END 
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SlJ~&Ulll INF INPUT 
COclMOE, N~H,~~,SWI~~L,S~A,SGI,A~,FDV,C~,EU~SW~~S~,DL,AI,~~~~,~~,TS, 

~SOAP~F~~L~F~S~~OP~FM~~F’MIJ~TA~~~~OR~SGA~.SGI] ~PTC,NS,A()~‘J,~EN,PO~S, 
2~~hIrF~HllrUP~IrDPHIl~~T~A~RL~SW2~TSl~Ol~~2~~lSL~A~l~N~~~UV~~~~.~ 
~SE~~~F~~SI.~IC~~PMAC.~~,~FIFSDS~GACIW~NSCOH~SWP,WDIA 

DI’+.bJ5IUN P(3U) 9 F(301, Y(3nl 9 AH(7H). CP(8) l COP(f.91)) 
REbD lUr NUblr FOV. FOL. F~H, F’ID, RPHII OPHII SGIt StiA? uL* JL 

lo FDklcl~T (ri4, 4(1X* F4.11~ 2(1x* ~10.~1, 2(1X* F’S.iL)r 2(1X, F7m1)) 
KEl~D pur PTr fi, ED* EO, FvS1. Sp, Shl, SW’r ISlr 01, D?, NSe NSL 

20 FOwhAT (4tF4.29 1x1. 7fF6.2, lX)r 2(13, l#)) 
HEAC 3’Jq Allr (N(l), l = 1,719 DFOVI NFv SENl 

30 FO~CAT (F5.1r 7(1x* Is), 1x1 F5.1, lx9 13, 1~~ ~5.1) 
FtEhD 3br PlJPbV BORc TIMr SOAP, ADD 

35 FOrhAl (5fF7.39 lx)) 
REfiU LUI (cP(l)r T = 1,8)r (AH(I), I t 65,671 

40 FORMAT (hiAhrlX,3Ah) 
GEaU sU* -(AH(l)* I = 1.5). PICGI (AR(I), 1 = 11.15) 

50 FO~F~AT (5Ahq 1x1 ~4~ lx* 5~6) 
RtU 61~9 (AHIll* I = 791019 (AR(I)* I = lbrlY)q (AH(I), 1 = 25.28) 

60 FOCFIAT (b~h, 1x9 4~6) 
WEfib 7ur (AH(l)* 1 = %Cr24) 9 (AK(Ilr I = 39933) 

70 FDvwal (1nAh) 
WEfiLl FUq (4Hfl)r 1 = 34r45) 

811 FOwlrAl (bAh, 1x9 4A6) 
kE~l.l CJur (Ak(l)* 1 = 46r57) 

90 FOHFIAT (4A6r 1x1 FIAT) 
KFLD I(JO~ (car(I), I = ir12) 

loo FOhP&T (12A6) 
RErD 1109 (AN(I) 9 l = SH*64) 

110 FOWUT (bP6r AX* A6) 
HE1 Uwb 
Eh@ 
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SUbcCOl~I Iw PH~NT(NOPT) 

SLLh=?.*FoL*SlNF LFARG~)/CDSF(FAPGI) 
FAkiiZzlJT k*gW*SINk (UTR* (tiAu~-FOV) ) o.nU1.33333333333 
SW”IL~~,=~UO~.~~OL*SINF (FARCi?) /COSF (FAHG2) 
FAid~Z=UTk*SW*~INF (OTRo~;AYY)‘.OOR333.3333333 
Sw~~LMh~2C~OO~*~OL*SIFiF~FAH1;?) /COSF(FA~GZI 
PHlhT 5r Nu(!M 

5 FtJfihnl (‘1 Hl , 3bXq3RHu DESIGN FOR SCANNIb*& OPTICAL SYcTtM **15X* 
14HhlO. k41 ///92XqlbH* OPTICAL SYSTEMI~YX~?~H (* CIETICLE CnNiIGJRATIU 
?r~/) 

PHlhT lo* 1) 9 5WP 
10 F(JC,FlAT(6X,l.~nHPEhTUPE DIA%ETEh,6X,F7.~,7t-t INLt-ttS,~&X114~~1~Ti UF 5 

ILIT5~7XtF7.3~ 8H AkC WJh) 
PRJNT I~,F~I~)~~WMLHI~,SW~L~X 

12 FOkPul(bA,HnF NU~4tPl5x~F7.3,46X,F7.3.SX~?HTUtl2.3r5H YTLS) 
PRINT 151 FOL*F6V,SLLN 

15 FOktCdil (bX,]YHrOCAl- l.ENblr( (FAAA.) , 4x1F7m3,7r( ~NCHES~~~X,~SI~L~NBT~ 
1OF SLllSthx,kl.3rHh Ut6hEES.2XtF9.3r4l-I IN.) 

PHIILl 201 DlM,(A~(l)rl=lr5) 
2C! FObhAT (bx,21HlMAbF DIAMETER r2XqF7.3r12ti ARC M1N~jTtSrljX1 

llO-lSLl1 SliAPEq12x.5A6) 
PRINT LS, F(~V~(Cl-‘fI)rI=lr4) 

2S FOkClUl (bx,)3rikIEL11 nF VIE~.]O%IF~.~~HH UEGHEt~r17X,12H~r)Ut phTlEkN* 
llOX,4Ab) 

PRINT 309 (Ac((1) *I=h5*67) v (cP(I) rI=Srn) 
30 FOFkkT (bX.lYnr It-LO nF vIErr ~HAPE,5Xrjs6rjSX,4Ab) 

PRlhl 35,r tf~*NCb 
35 FOPkAT(hx,lRHUPTICAL tFtICIFNCY,/X~t4.2~~6X,~2HNUM6FU 3F CaDE GgDU 

1PS 9A4) 
Pcc~bl 409 (Ah(I) ,1=7r24) 

40 FO~~,AT(~XI~~~UPTIC~L AUt~AN~;F~ENT,SX*4Ahr 7XvlOHCOLOR C9ntr12Xr5A6, 
1/3(rxe4P6r ~XIZOHWFLAT~VE ORIENTATION~?X*SP6) 

PRIfrT 45, (Ati *1=25r33) 
45 FOhrAT(bX,lSHsPECT~AL FILTFP,SX,4A6r 9xvl4noF CODF G~nllf=‘S~bXe5Af,// 

l//j 
PkIbT 509 

50 FOhpAT(2X,32HU SthlSQk PND DETtCTION T~CHt~IuuE~3x,tjHu M?TIc)N,/) 
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PHIhT 559 (AH(I) 91’34r37) ,SP 
55 FOkkAT(bX,]6H!YPti OF DETECT~R~~XI~A~~~XI~]HSC&N PEHIOD,]2XrF7.2rRH 

1 SEcurus) 
PRINT 60. (Au(I) ,T=38*41) rDL.rAI 

60 FOrkAl (2hX,4A6ryX,lflHANbLE RETdEEN Sk’~N/6%112Hi>AkK CURRENT~XIF]Z.E 

iifW PllLbES PEk StCDND~llXt21HAXTS AND OPTICAL AXIS ,F7.2r~H JELiRFt 
2s) 

PkIhl 659 TIkt 
65. FOHcAl (hX,]3H!IMt ~WSPONSE,PXIF~.~~]~H NANOStCONDS ,14x,lTYS1AH Tk 

1ANSlT TICIF) 
Pklb‘~ 7Ur E’;lr 1Sk 

70 FOrFAl (~X.~~HUUANTUM EFFICIFNCY,~X~F~.~~~~X~I~H~CENTHAI kAY) v5x1Fl 
10.3r13h ~TCHtr)5ECWdS) 

pHlhT 75, (AH~I~rI=42~45~rRPHIIRPHIl~SOA~~~pHI,~pHIl 
75 FO~~Af(bX,]SH~ETtCTTON TEC~NIOU~,3X~4Abr9X~l9~p~It~~fI~ti nlHEC!TO’JS 

]/6X*lQhtW SPHEAi) OF WLSEI~RX,~SHRIGHT ASCENSjONr6X,F7,2r4H TO rF 
27.~~2~~7rlI~F:liHtES/AX~]yHAYPLJTUDES TO b!EAN ~F~.~~~~X~]]HI-~CLIYATION 
3rl@X*F7.2,4H I.0 *F~.?,ZXI~H~E~REES) 

PR1F.T d30. (Ad(I) r1=71,7HI 
230 FOHCAl (bX.12”CAlWDE SIZE/PXIBA~) 

PR1h.T 24U.hoSCUR 
240 FOH~AT(hl(.]5H’uUM~FR OF SCANS/BX,l~HCOuRtLPl~U 11X-12) 

WE 1 l~nr\. 
ii’00 PHIC T dli.J,l..Phi ,[)k’HI 

2](‘1 FOht*AT (If-i] ,46A*21H * UESIGtl FVALUATION ~//~~X,I~HPOI~.ITI~I~, DIRfCTION 
1/5hX,lahnT6Hl ASCENSIUh! F~~.~~~X~~H~.,~~.RE~S/S~~.]IHDECLI~~ATIOU 
2F14.i’,~X*7~lJt’~P~.~//) 

PRIPT uo, ~t4L 
RO FOPhAT (ZX,24ri* TAfdWl C~APA~TERISTICS,~~X~~~H~ SltikAL ~NLJ WISE CH 

]PFoCTE~l5TlCS//6X,23~LlMITING STAR ~Ar,NITlIOErlx,Fh.2rl7cc PdOiOGRAP 
2HICtl~Aa3QHMtAPv NlIF1Rt.k OF P(lLSES Fi?OM LIMTTIW M4ri) 

PHTNT 059 (Ak(I) ,T=46r49) rFt.‘S 
8s FOkk:Al (hX. ~~H~PECTW!L CL~SSFS~BX,~A~=J~~X*~~HS~~H DURING STAR TRAYS1 

lTe15Xv~b.31 

PRlf”l 359 (An(T) *T=50,53) rFkD 
95 FOWAT (~X,~~I-~~IGNTF ICAWE OF F&wTHS r4AbrSX*27HCUHifENT UUHTVG STIR 

1R ~I-A~~IT]&XI~I~.~) 
PiiIr.11 loti, (Ad(]) rl=54r57) rPYAGN,TAll 

100 fOc~AT(~~*l0~~TMuSrH~~~*l2X,4A6~7X~26HpHUTOG~AP~IC FIAG, uk N31SE( 
l17~r~6~5/6]X~19~DfTEClION TI-IRESHDLD,~?XIFR.~) 

PHlb!l l(15,FOtd 
10s FO~~!AT(~IX.~O~MEAN VALUE OF OFF-PFAK MAXIhUM/b3X,lbHFO? CUDE PATTf 

lkN*?jYrF8.2////) 
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PklhT 1101 
110 FOkMAT(2X,34hQ STAH TRANSIT cHAwIcTEHISTICS FbRr21Xe24y* SYSTEM CH 

lARACTFHlSTICS/4Xv?3HLIMITING-MAGNITUDE STAR/) 
PRINT 115, S(i4l 

ll5 FOhMAT(6X,]7H~OSITlON ACCUQACYI~~XIF~.~~~?H AHC YINIITEq.7Xq33H WIN 
21wk WtQt~k o< STAHs IN FIELD) 

PRlluT 120, Still 
120 FDh~AT(6X,27HHELATlVE INTENSITY ACCUHACY,3X~f4,2,23X~3lHOF VIEW WI 

1Th LlcITlNb HAGNITUDE) 
PRINT 125, PTLvNS 

125 FOCHAT(bX,24h~RoHABILITY OF DkTECTInN,6X*F4.2*23X*l2HAvD BRIGHTER, 
122X*1?) 

PRINT 130, ADD 
130 FDkWAT (6X,23HrXPtCTED NVWEIJ OF #EAKI~~XI~~HACCURACY OF ATT1 TUDE D 

1ETEFMINATInN vF6.2rlZH ARC MINUTES) 
PRINT 140, SEt”v POPS 

140 FWWT(ek,23hbTAtiS nETFCTED PER SCAN~~XIFP.~~~~X.~~HPRWA~~IL~TY DF 
1 CDPHECT STAR’PATTEWN/6X*24HEXPEcTED NUMBER OF FALSE*33Xw 
2llnRtC~~GNITI6~~rZ*X~F3.1) 

PklNT 145, ENtSDS, (AR (I 1 9 I=5R,64) 
145 FQCMAT(HX,~~II~TAH UFTECTIONS PER SCAN rFP.4vl9X,2YHPATTkHN 4ECOSN 

lITION TECH~.IIO~E~~X,~A~/~~X,~A~/~~X~~~HMEA~’ NUMDEW OF STFPS F3R PA1 
2TE~N/~jX,llHn~Cob~tlTIO~~~23X,A6) 

RE 1 Unv 
EN@ 

Examples of card input. 

SAIJS, 16. * 1 .s *u. rn. 9 lO.OO* -10.001.2 91. 95003. 93d1n. 
a9 q.9 * .75r.l * 5. h.t-t0,.33333r33. rl.uE-6r.50 . 3-5, f+r 1 
3.0 , 11. 599 166, ;4P, 14279 40969 89301 4.9 39 in. 

.9* 0-r SO.. 1.22* 
DOO1DOOO(,(,U~~,UUnc,OUuOOU~U~~~UOOODD~OUODDOO~~U~OUOO*CIHCl~LA~ 
TRUNCATED SE.Ll DR 9 1. NONF 
HEFRACTIc’B WTICS , NOlJE 
ONE RADIAL SLIl 
PHOTOMULTIPLI~R tw 5410-o L-14 
ALL , 

,HOLDING FILTEHITH~ESHOLJ 
OUTSIDE ATMOSWEREI 

PHOT$IULIIPL 6 30.9 IER 24.9 20.. h . r0.242r .75r 1.9 .Y* I.* 4. 19 I, 
EVd 54la-~1-14 RUGGFDIZED ?540. *I5 10 

USEFUL CATtlnUE DIA. 1 INCH 
lO.O* -11-r Iti** 0.559 
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SYSTEM DESIGN 

Two types of input are used: magnetic tape and punched cards. The magnetic 

tape contains bright star information. Stars of magnitude four or five and 

brighter should be included with information as described in subsection III.E.1. 

The punched card input includes numerical parameters which partially 

specify the system along with descriptive information which describes the 

system and its operation. Table 5 shows the format used for the punched card 

input. 

Not all the information indicated on cards l-12 is used (these are the 

cards read in during the execution of subroutine INPUT). The following 

indicates which parameters are still useful to the program. 

Card 1: NAME--project identification 

Card 2: NSLITS --number of slits in reticle 

Card 3: NM--number of stars in magnitude class M(M = 1, 2, 3, 4, 5, 6, 7) 

Card 4: POPS--probability of star pattern recognition 

BOB--off peak maximum for code pattern 

TIRE--time response 

SOAP--mean to rms amplitude 

Cards 5 to 12 are self-explanatory with two exceptions. NCG refers to the 

number of code groups and NO. OF STEPS refers to the steps required for correct 

pattern recognition. These cards are of a descriptive nature and are used in 

the PRINT subroutine. 

The cards read in through READ statements 3610, 3620, 3630 contain the 

numerical values of the parameters which define the system. The following 

is a list of symbols and definitions. 
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SUMMARY 

IX. SUMMARY 

The investigation described in this report had two objectives: 

(1) to improve the accuracy of current methods of predicting system 
performance, and 

(2) to develop better techniques of signal proce.ssing. 

The first objective entails selecting models that are more complete than 

models currently used. With complete models, we can accurately predict 

system performance. Tne second objective entails developing processing tech- 

niques that efficiently use signals generated by the photodetector. With 

efficient techniques, we can minimize the sensor size or obtain more accurate 

measurements. 

In particular, models of the star radiation and background radiation are 

present in Sections II and III. Photodetectors are described in Section V. 

The model of star radiation takes into consideration (1) complex optical 

aberrations of the star image, (2) Bose-Einstein emission statistics, and 

(3) the spectral distribution of the star radiation relative to the detector 

response. Models of the background radiation include (1) dependence on 

pointing direction, and (2) scanning noise from the "random" spatial distri- 

bution of very dim stars. The description of photodetectors relates various 

photodetector characteristics to the requirements of scanning optical systems 

(Section V). 

Signal processing techniques are developed in Sections IV, VI, and VII. 

Using the radiation models described in the first part of the report, we 

consider several operating situations and select an "efficient" processing 

technique for each situation (Section VI). Various noise sources in the 
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SUMMARY 

system impose intrinsic limitations on the "processing efficiency" (Section IV). 

These limitations are intrinsically two-dimensional; they are independent of 

how the star is interrogated. Multiple observation techniques are briefly 

described in Section VII. 

The importance of the complete models and efficient processing techniques 

lies in the effect they have on the gross system characteristics (size, weight, 

power, reliability, and cost) and the system performance characteristics 

(attitude accuracy, probability of star pattern recognition). On the other 

hand, to take full advantage of the new models and techniques in designing 

a system, we must manipulate several system parameters that are inter-dependent. 

To fascilitate the system design, an automated design program was prepared 

for a digital computer. In the program (described in Section VIII), rela- 

tively simple equations were used to verify the design logic. The program 

can be easily expanded to include complex models and processing techniques. 
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